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Abstract

Atmospheric columns of the trace gas iodine monoxide, IO, have been investigated by means of
spectroscopic measurements in the visible wavelength range. For this purpose, solar radiation scat-
tered and reflected by the Earth’s atmosphere and surface is recorded by satellite instrumentation
in nadir viewing geometry. These spectra have been analysed for the absorption signal of the IO
vibronic absorption lines. Employing the Sciamachy sensor mounted on the ENVISAT satellite,
global observations of IO from space become possible for the first time. The importance of iodine
in the atmosphere lies in its high potential for destroying ozone as well as in the formation of new
particles which is initiated by condensable iodine oxides and may impact on Earth’s radiation bud-
get at least locally.
A major challenge in this work is the smallness of the observed IO optical depths with respect to
the instrument’s detection limit. The retrieved IO slant columns are therefore averaged over certain
time periods of typically several months. Widespread enhanced IO columns have been detected
over the Antarctic region with a detailed spatial and temporal distribution. Further regions with
positive IO detection are the Eastern Pacific upwelling region and some Northern Hemispheric coast
lines. Additional data such as tropospheric BrO distributions, ice concentrations, phytoplankton
amounts and diatom abundances have been considered in specific cases for comparison and discus-
sion purposes, addressing the question of sources of atmospheric iodine, which are most probably
biogenic.
Successful comparison and validation studies provide confidence in the newly developed satellite
IO product, and model calculations have been conducted to investigate the amounts of precursors
necessary for the explanation of observed IO abundances. While in some analyses, the limitations
of the satellite measurements have been encountered, the presented investigations have advanced
the prospects of remote sensing from space for the detection of the minor trace gas IO.
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Introduction and Motivation

The atmosphere of planet Earth provides vital prerequisites for many life-forms. Vice versa, the at-
mospheric composition is significantly determined by the interactions with life. Earth’s atmosphere
is the only place known in the universe with the present specific mixture of gases, where the amount
of oxygen is much higher than would be expected for a system in chemical equilibrium (Wayne,
2000). The Earth system with the different domains - atmosphere, biosphere, oceans and land - is
described by the controversial but interesting and thought-provoking Gaia theory (Lovelock, 1990)
as a regulatory feedback system sustaining the conditions necessary for the existence of life.

The importance of interdisciplinary research in the context of Earth sciences has been generally
recognised. Not only individual aspects need to be studied but also the connections between the
different fields and domains. The chemical composition of the atmosphere, for instance, impacts on
the Earth’s radiation budget causing a temperature response through physical absorption, emission
and scattering processes, e.g., by greenhouse gases and aerosol particles. This is accompanied by
effects on further conditions such as pressure and wind fields, precipitation and ocean circulations
as well as, consequently, by impacts on animal and plant health. Some chemical compounds are
stable and hardly undergo interactions, while others are very reactive and may lead to substantial
compositional changes. The composition is again influenced by all domains of the Earth system, by
emissions of biogenic compounds, by deposition of substances to land and oceans, by chemical and
phase transformations and by innumerable other processes, each of which forms only a small part
of larger cycles.

Iodine species are relevant in many respects and represent a good example of a multidisciplinary
field. Due to many involved domains and pathways, the combination of processes is referred to as
the biogeochemical cycling of iodine. In some domains, they play a crucial role in spite of rather
low abundances. Although only traces of iodine are needed, it is an essential element for vertebrate
life through its involvement in thyroid hormone composition. It has a second biological role by
protecting plants from oxidative cell decay. As observed for algae and phytoplankton, for example,
gaseous organic iodine compounds are emitted to the atmosphere in these instances. Oceanic salt
water supplies the basic iodine atoms for these organisms, and chemical conversions of the concerned
species are involved in all steps. Iodine belongs to the chemical family of the halogens and various
iodine species are found in sea salt, soils, in plant and animal organisms, and also in the atmosphere.

A few decades ago, halogens and their chemistry have advanced to an important research focus
due to their destructive impact on the South Polar ozone. Ozone (O3) provides a protective layer
in the stratosphere absorbing energetic ultraviolet (UV) radiation which is harmful for organisms
living on the Earth’s surface. Catalytic reaction cycles involving chlorine and bromine from man-
made chloroflourocarbons (CFCs) and halons are responsible for the stratospheric ozone destruction
as proposed by Molina and Rowland (1974) as well as Stolarski and Cicerone (1974) and observed,
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e.g., by Chubachi (1984) and Farman et al. (1985).

In the 1980s, a connection between halogen chemistry and processes in the lower tropospheric
layers was discovered. Ozone loss events in the Arctic boundary layer and low ozone concentrations
in the tropical troposphere were observed but could not be explained or reproduced by atmospheric
chemistry models. Strong ozone depletion events (ODEs) in the Polar boundary layer were found
to be accompanied by enhanced amounts of bromine compounds (Barrie et al., 1988). Bromine and
iodine chemistry have been identified since as missing links in the understanding of tropospheric
ozone levels. Tropospheric ozone influences the atmospheric oxidising capacity and is of essential
importance, e.g., through the production of the OH radical, but becomes harmful at too high
concentrations (summer smog) and induces additionally direct and indirect radiative forcing. While
mankind has already caused serious changes of the atmospheric composition, e.g., in terms of air
pollution and increasing greenhouse gases, a healthy environment is a desire affecting everyone
on Earth. It has also become a major research objective to better understand the current state
of the Earth system, the relevant interactions and the ongoing changes in order to predict future
development and possibly restrict further impact as far as possible.

Iodine species have two main implications for atmospheric composition. One of them is the
large potential of atomic iodine for catalytic ozone destruction. A second aspect discriminates
iodine from the other halogens. Iodine oxides form condensable vapours from which small particles
may be generated. These can grow to become cloud condensation nuclei (CCN) and consequently
influence the climate state. Similar to sulfate aerosol from DMS (dimethylsulphide) oxidation,
particulate iodine contributes to the amount of natural aerosols and CCN, probably mainly in
oceanic regions. In both processes, iodine monoxide (IO) plays a central role, as immediate product
of ozone depletion by iodine atoms and as the starting point for particle formation via higher iodine
oxides. Knowledge on the present IO amounts as well as the identification and quantification of
iodine sources in the atmosphere are therefore important. Several inorganic and organic release
pathways are currently discussed, but the question has not been fully solved yet.

As IO forms very fast from iodine precursors, it is a good indicator for ongoing iodine chemistry.
Although IO abundances observed so far are comparatively low, their impact may be substantial,
owing to the fast conversions and catalytic cycles. The first atmospheric measurements of IO have
only become possible about 10 years ago (Alicke et al., 1999; Wittrock et al., 2000). Several IO
measurements have since then been performed with ground-based instrumentation and balloon-
borne devices on a campaign basis. These observations have revealed IO at different locations,
mainly at coastal sites and a few Polar research stations.

Several questions on the abundances and sources of IO still remain open. The overall importance
of iodine is difficult to assess by local measurements only, as the large scale spatial distribution is not
revealed and often the campaign duration restricts the information content on temporal evolution.
Satellite observations in general provide a valuable tool for the extension of trace gas measurements
to a more global scale, and have improved the knowledge of amounts and source regions for several
trace species such as O3, NO2, CO2, HCHO, SO2 and others. After large and wide spread amounts
of bromine oxide (BrO) in the spring time Polar Regions had been observed from satellite some
years ago (Richter et al., 1998; Wagner and Platt, 1998), the question was open in how far IO would
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reveal a similar distribution.
Prior to this work, IO had not been observed from space before. One of the objectives of

the present thesis is the retrieval of IO column densities from the Sciamachy satellite sensor.
Sciamachy is mounted on an Earth orbiting satellite and records solar radiation scattered and
reflected by the atmosphere and surface. By spectroscopic means, the amounts of IO are determined
from absorption features in the visible spectral region. The applied retrieval technique is the well
established Differential Optical Absorption Spectroscopy (DOAS) method. The challenging aspect
of this task are the comparably small atmospheric amounts expected for IO, around a few parts per
trillion (10−12) in terms of volume mixing ratio and probably confined to the lowest atmospheric
layers. The signals of the small spectral IO absorption have to be separated from noise influences.
A multitude of quality and consistency checks are necessary to avoid misleading results.

Within the present study, the retrieval of atmospheric IO from Sciamachy has been achieved
(Schönhardt et al., 2007, 2008). The successful evaluation enables the observation of atmospheric
IO columns and their spatial and temporal distribution on a nearly global scale. Observations
become possible in locations where no IO measurements have been performed so far. A long
term global data set has been analysed, covering more than four years from the beginning of 2004
until mid 2008. These satellite results yield deeper insight into the present IO amounts as well
as possible iodine sources. Several geographical regions are investigated, with one main focus
being the Antarctic. Connections to simultaneously observed BrO columns, the Antarctic sea ice
coverage and the phytoplankton concentrations in oceans are analysed. These comparisons shall
help to find links to emission sources. For regions, where the IO amounts stay below the detection
limit, the identified upper limits are useful to constrain the potential impact of iodine chemistry in
the respective locations. In some investigations, the experimental limitations are reached and the
analysed effects remain below the detection capability. Currently, Sciamachy is the only satellite
for which the retrieval of IO has been made possible. One independent study by Saiz-Lopez et al.
(2007a) uses the same instrument and investigates the IO amounts on four days over the South
Polar Region.

Within the scope of the present work, several questions connected with satellite and ground-
based remote sensing have been addressed. Research activities include the involvement in intercom-
parison campaigns of ground-based instruments, data analyses and satellite validation activities for
trace gases other than IO, the planning of new instrumentation scheduled for aircraft measurements
of IO and NO2 and related optical test measurements. The written doctoral thesis concentrates on
the retrieval of IO from Sciamachy and directly related research aspects as outlined below.

Outline of this thesis

The first chapter summarises relevant scientific background information. The basic context for
the importance of atmospheric iodine research is provided by descriptions of the structure of the
atmosphere, the connection of halogens to ozone chemistry and the role of atmospheric O3. The
current state of atmospheric iodine research as well as preceding measurements of iodine oxides
are summarised. An introduction into the physical processes involved in the applied measurement
method is given, and the utilised instruments are introduced.
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Chapter 2 describes the development of the retrieval of IO from Sciamachy data. This includes
the data processing steps and details on the DOAS retrieval used for the IO standard fit. Crucial
quality and consistency checks for the retrieval results are presented. Calculations of the detection
limit for relevant situations are performed, and the uncertainty on the final product is estimated
from the precision and accuracy of the satellite IO observations. Additionally tested retrievals not
fulfilling the quality and/or consistency criteria are discussed, of which one example is chosen for
more detailed analysis as it exhibits similarities to an independent study, discussed in Chapter 4.

Chapter 3 presents global observational results of the IO retrieval from Sciamachy, and the
most interesting regions are highlighted. A main focus lies on the Polar Regions, in particular
on the Antarctic. Southern Hemispheric maps of the newly established IO retrieval explore the
temporal and spatial variations over the sea-ice regions, the ice shelves and the Antarctic continent.
Extracted time series show an annually repeated seasonal cycle. Further analyses concentrate on
the East Pacific tropical region and on Northern Hemispheric coast lines at high latitudes, for which
enhanced IO amounts are identified from the satellite observations.

Chapter 4 reports on validation and case studies of the satellite IO data. Good agreement is
demonstrated between the IO observations from the present study and ground-based measurements
at an Antarctic Research Station. In contrast, discrepancies between the present study and the only
other available independent study of IO from satellite over the Antarctic are discussed. Data from
ground-based DOAS measurements are then compared to satellite IO results for an Arctic location.
Finally, a careful selection procedure attempts to identify the tidal height dependence of IO levels
at two mid-latitudinal sites, which is, however, below the detection possibilities of current satellite
observations.

Chapter 5 applies the available CAABA/MECCA chemical box model to compute IO mixing
ratios for different scenarios. The question is addressed if present measurements of precursor fluxes
are able to explain the accomplished satellite results, and the necessary emission amounts are
determined.

Chapter 6 introduces DOAS measurements from a ship campaign through the Atlantic, where
the instrument viewed at angles below the horizon recording the water leaving spectral radiance.
The objective is to improve satellite measurements over water bodies where problems have been
identified in the retrievals of several trace gases. A correction spectrum is extracted and included
in some satellite test retrievals.

A summary finally brings together the main results from this work, and an outlook is given
which proposes future activities for the assessment of remaining open questions.
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1 Scientific background

In this chapter, relevant background information on the subject of this thesis is given. The sci-
entific topic is introduced and an overview over the current state of research is established. The
major focus of the present study lies on iodine compounds and especially on the detection of iodine
monoxide (IO). Iodine is relevant in many respects, and first of all the importance for the different
fields is explained.
The importance of iodine for Earth’s atmosphere shall then be set in a broader context, so an
overview of the Earth’s atmosphere and its special structure and composition is given. Ozone (O3)
is a crucial component in atmospheric composition and importantly, halogens exhibit a strong po-
tential for the destruction of ozone. Therefore, the relevance of O3 is explained as well as its
special role in the different atmospheric layers and the connections to halogen chemistry. Then the
main sources of atmospheric halogen species, their chemical pathways and relevant influences are
described and the current state of research in atmospheric iodine chemistry.
The present work includes the recording and analysis of measurement data, for which several phys-
ical processes play a crucial role. Optical measurements of atmospheric trace gas abundances are
performed, where the basic detection principle is the characteristic absorption of light by molecules,
and other interactions of light with matter play an additional role. Scattering processes and radia-
tive transfer in the atmosphere needs to be considered in order to understand the measurements.
Thereafter, the specific scientific technique is described which the measurements and analyses are
based upon and finally, the applied instruments are introduced. The reflections in this chapter also
motivate the activities undertaken within this study.

1.1 The relevance of iodine in different fields

Iodine is a natural chemical element and belongs to the family of halogens. It was detected in its
elementary state in the beginning of the 19th century in the ashes of sea weed (Schröter et al.,
1988). The halogens make up the seventh main group of the periodic table of elements. Iodine
carries the chemical symbol I and an atomic number of 127 (53 protons, 74 neutrons). The other
halogens are fluorine, chlorine, bromine and astatine with different importance in the various fields
of science. Although elements of one family often have similar properties and undergo similar chem-
ical reactions, several characteristics are individual for each element. Especially when considering
complex systems such as living organisms, the differences may show considerable impact and each
element fulfills a unique role. Iodine is an essential element for vertebrates, hence the supply needs
to be assured. This relevance already rises the question for sources and abundances of iodine in the
natural environment and causes a connection between atmospheric iodine and, e.g., iodine in the
human body.
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The appearance of radioactive iodine has added importance to this subject, as the biological uptake
of iodine is not isotope specific. Radioactive iodine is being released to the atmosphere in consider-
able amounts by nuclear power stations and from nuclear weapons tests. Through the food chain
and also through the air, it is directly transported into living organisms. It was radioactive io-
dine and its biological threat which originally promoted measurement techniques for environmental
iodine.

1.1.1 Iodine and its relevance for human and animal health

Considering the 96 naturally occurring chemical elements, 25 of these are known to be essential for
life. Some of them build up the organic material, of which carbon, hydrogen, oxygen and nitrogen
make up 96%, others are crucial constituents of hormones or proteins, and some have certain func-
tionality for the nervous system. Unlike bromine, e.g., for which a relevant function for vertebrates
is not known, iodine is a constituent of two crucial thyroid hormones, triiodothyronine (T3) which
contains three iodine atoms, and thyroxine (T4) with four iodine atoms per molecule. The thyroid
hormones play an important role in controlling the metabolic system and the production of proteins
and for other hormone controlling functions.
Due to the importance of iodine for the formation of the thyroid hormones, iodine is an essential
element and the daily nutrition needs to contain traces of iodine (about 200µg per day for humans).
Iodine insufficiencies can lead to dangerous thyroid hypofunction. This health risk has been identi-
fied in the 19th century and iodised salt was proposed to help in eliminating high degrees of iodine
deficiencies in affected countries (WHO, 2007, and references therein). The natural and regular
uptake of iodine through nutrition also permits radioactive iodine isotopes to enter the organism in
case they are available.

1.1.2 Radioactive iodine

Several radioactive isotopes of iodine exist, e.g, iodine-129 and iodine-131. These isotopes are
emitted by human activities, mainly from nuclear weapons tests, accidents or leakages in nuclear
power stations and from nuclear fuel reprocessing plants. The half-lives vary quite strongly with
15.7 million years for iodine-129 and 8 days for iodine-131. With its comparably short half-life,
iodine-131 has additional medical relevance in therapies to specifically cure thyroid hyperfunction
(overactive production of T3 and T4) but also as a diagnostic tracer.
The availability of radioactive iodine after nuclear accidents poses a threat to animal health, as
it is ingested (or inhaled) just in the same way as stable iodine-127 and can accumulate in the
thyroids (Robertson and Falconer, 1959). Following the atmospheric nuclear weapons tests in the
1950s and 60s, large amounts of radioactive iodine entered the atmosphere (Chamberlain, 1960).
The presence of this encouraged research on the field of iodine chemistry, especially its pathways in
the environment (Chamberlain et al., 1960) have to be well known in order to estimate the potential
health risk arising from radioactive iodine. Through extensive biological, chemical and geological
cycles, these species are of relevance also at further distance from the liberation site. Both species,
iodine-131 and iodine-129, can undergo many chemical reactions and enter various domains between
the atmosphere and the biosphere before they have transformed to the stable 127-isotope.
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1.1.3 The relevance of iodine for the biosphere

Within plants and algae and possibly also for animals, iodine and iodine compounds have been
found to protect the living organism from oxidative decay. Reactive oxygen species (ROS), which
are partly converted to hydrogen peroxide, cause oxidative damage to organic cells. Iodide ions (I−)
have the ability to scavenge ROS thus preventing cell decay (Küpper et al., 1998). In the reaction
of iodide with hydrogen peroxide, iodinated forms of organic substances are produced, which are
harmless for the organisms. Especially organisms like brown algae accumulate iodine species in
their cells and drive the environmental cycling of iodine through the emission of organic iodine
species such as iodomethane. Recently, it has been discovered that the accumulated form in the
algae species is actually iodide (Küpper et al., 2008).
Due to the fact that iodine species show such an importance for the biosphere, and uptake from
the gaseous, liquid and solid phases as well as the emission of iodine compounds back into the
atmosphere or hydrosphere takes place, one refers to the biogeochemical cycling of iodine in this
respect. Both directions, the pathways from the atmosphere to the biosphere and vice versa play
an important role.

1.1.4 The relevance of iodine in the atmosphere

A detailed overview of the current state of research in the field of atmospheric iodine chemistry is
subject of Section 1.5. In short, iodine has an important influence in two aspects:

• Through the reaction with ozone, iodine alters the chemical composition of the atmosphere
and its oxidizing capacity.

• Iodine oxides lead to the production of fine particles which may influence the radiation budget.

Most importantly, ozone molecules are destroyed in the reaction with iodine whereby iodine monox-
ide is formed. Although overall amounts of iodine are rather small, its relevance is enhanced by
catalytic ozone destruction cycles (cp. Sec. 1.5.2). After some fundamental properties of the atmo-
sphere are described in the next section, the considerations why ozone is important in the atmosphere
are summarised in Sec. 1.3.

1.2 Introduction to Earth’s atmosphere

The atmosphere of a planet is the shell around the planet’s main body containing a mixture of mainly
gaseous substances. While not every known planet exhibits an atmosphere, the atmospheres are
unique for the respective planet. The atmosphere of the Earth exhibits an exceptional composition
when compared with the atmospheres of other planets in the Solar System. Basic information on
the structure and composition of the atmosphere can be found in standard text books, e.g. in
Wayne (2000).
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Composition of the atmosphere

The special composition of Earth’s atmosphere is a consequence of the existence of life on Earth.
The current state of the atmosphere in terms of thermodynamics is a steady-state disequilibrium
and it is highly reactive. This state is caused by the biological processes, which are responsible for
the high amount of oxygen in the atmosphere. Without life, the amount of oxygen would be 1013

times smaller than presently observed. Oxygen is a reactive species, so that many possible chemical
reactions take place, in which the amount of oxygen is reduced, but the living organisms keep up the
high oxygen concentrations continuously. Without life, all possible chemical reactions would take
place until achievement of chemical equilibrium. The dry atmosphere consists to 99.9% of the main
species nitrogen, oxygen and argon (O2,N2 and Ar), while trace species make up only 0.1% of the
dry atmosphere. Table 1.1 lists the current composition of Earth’s atmosphere (Wayne, 2000). The
amounts are given in terms of volume mixing ratio (VMR), i.e. the volume of species considered in
relation to the total volume of air. For small amounts, the short notation of parts per million (i.e.
10−6, ppm), parts per billion (i.e. 10−9, ppb) or parts per trillion (i.e. 10−12, ppt) is commonly used.

In addition to the gaseous species, the atmosphere contains liquid or solid substances suspended
in air, which are summarised as aerosols. Aerosols may have various composition, size and shape.
On their surfaces, certain chemical transformations are induced. Most importantly, they influence
the radiation budget, which is a result of their light reflecting and in some cases light absorbing
properties. Overall, the current knowledge is that aerosols cause a negative climate forcing, i.e.,
on average they induce a cooling effect (IPCC, 2007). The fact that aerosols can act as cloud
condensation nuclei intensifies their importance for Earth’s climate state. The composition and the
amount of aerosols is highly variable with time and space and their exact climate impact is yet to
be determined.

The greenhouse effect

While the equilibrium temperature of the Earth’s surface would be around 255K (-18◦C) without
the existence of the greenhouse effect, certain gases in the atmosphere such as water vapour cause a
natural greenhouse effect of +33K, giving an average global surface temperature of 288 K (+15◦C).
The greenhouse effect is based on the solar and terrestrial radiation properties. The sun emits a
modified black body spectrum with an effective temperature of about 5780 K and a spectral max-
imum in the visible wavelength range (cp. Sec. 1.6). Earth is an infrared emitter at its effective
radiation temperature of 255 K and a spectral maximum at approximately 10 µm. Substances which
don’t affect the incoming solar radiation much but absorb energy in the terrestrial infrared spectral
region contribute to the greenhouse effect. The most important natural greenhouse gases are water
vapour, carbon dioxide and methane. Some other greenhouse gases have a much larger warming
potential per molecule but are just not as abundant. The reflecting property of the Earth’s surface
but also of aerosols has an additional influence on the greenhouse effect. As the anthropogenic
impact on climate has become apparent over the last decades and processes like global warming are
taking place, large research efforts are made to better quantify the different influencing factors and
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Gas species VMR
Main species
Nitrogen (N2) 78.08%
Oxygen (O2) 20.95%
Argon (Ar) 0.93%
Trace species, temporally and spatially constant
Neon (Ne) 18 ppm
Helium (He) 5.2 ppm
Krypton (Kr) 1.0 ppm
Hydrogen (H2) 0.5 ppm
Trace species with variable amounts, average values
Water vapour 0-4%
Carbon dioxide (CO2) 379 ppm (IPCC, 2007)
Methane (CH4) 1.7 ppm

Table 1.1: Overview over the composition of Earth’s atmosphere. Numbers as reported by Wayne
(2000) and IPCC (2007) are given in parts per cent or per million by volume.

their interrelations.
The central species of the present study, iodine compounds, do not act as greenhouse gases them-
selves. However, the secondary effect of particle formation has a potential influence on the climate
state (O’Dowd et al., 2002b).

The layered structure of the atmosphere

The general structure of the atmosphere is relevant for the understanding of the spatial distribution,
especially the vertical location, of processes and substances. The vertical structure of the atmosphere
can be described by dividing it into subsequent altitude layers, each with individual characteristics.

A typical temperature profile of the mid-latitude atmosphere (U.S. standard atmosphere) is
illustrated by Fig. 1.1, showing the different layers which are determined by the temperature struc-
ture. In addition, the altitude range of the largest ozone concentration is indicated.

The main part of terrestrial life is concentrated in the lowest layers of the atmosphere. In
the troposphere, which reaches from the ground up to the tropopause, the temperature typically
decreases with altitude. Strong mixing processes characterise the troposphere as well as direct
interactions with the other components of the Earth system (geosphere, hydrosphere, cryosphere
and biosphere). This is especially valid for the so-called boundary layer, which is the sublayer closest
to the Earth’s surface, where friction from the surface has a major influence on the dynamics in
contrast to the free troposphere above where friction can be neglected. The boundary layer (BL)
therefore stands in direct contact to the surface, the oceans and to plants and animals and its
composition is immediately affected by human activities. In terms of chemical composition, the
boundary layer often exhibits individual properties. Several recent research studies suggest, that
iodine chemistry is mainly located in the boundary layer and has negligible influence in higher
altitudes.

The altitude structure varies with latitude, season and other parameters. While the troposphere
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Troposphere
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Figure 1.1: Typical
temperature profile of
the mid-latitude atmo-
sphere (standard U.S.
atmosphere), which
determines the different
layers. The temperature
profile is crucially influ-
enced by the ozone layer
in the stratosphere.

has a typical height of 10 km in the mid-latitudes, it is lower at the poles (around 8 km) and higher
at the equator with up to 15 km, due to large scale dynamics. The height of the boundary layer
is also highly variable. In the mid-latitudes values on the order of 1 km, varying between 500 m
and 2 km, are common. The structure of the atmosphere in the Antarctic is special in several
aspects. Descending motions over the poles compress the layers causing a lower tropopause. Also
the boundary layer is shallower with a usual thickness around 200 m.

At the tropopause, the temperature decrease from the troposphere below ceases and is slowly
reverted into a temperature increase in the stratosphere above, caused by the strong absorption of
solar UV radiation by ozone in the stratosphere. The stratosphere is therefore comparably stable
and strong mixing is largely prohibited. Nevertheless, some mixing processes and exchange between
the upper troposphere and lower stratosphere (UT/LS region) take place. In the stratosphere, the
ozone mixing ratio exhibits its maximum values forming the ozone layer, which is crucial for most
living organisms (cp. Sec. 1.3).

The present study mainly focuses on processes located in the troposphere. In some aspects, the
higher altitudes become important nevertheless. The chemical family of the halogens (especially
chlorine, bromine and iodine) are of relevance in different altitude layers. The importance of halogen
species for the chemical composition has been recognized especially in connection with ozone. The
most important aspects of atmospheric ozone is addressed by the following sections.

1.3 The importance of ozone

Ozone (O3) is an important chemical in the atmosphere, especially with regard to life on Earth.
The most relevant property of O3 is its strong absorption of radiation in the ultraviolet (UV)
spectral range. For UV radiation below 230 nm, the absorption by oxygen is strong enough to avoid
penetration of this part of the solar spectrum down to the Earth’s surface. The crucial wavelength
region lies between 230 and 290 nm, where biologically important molecules would still experience
severe damage and the protection by oxygen is not strong enough. Ozone happens to be the only
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chemical in the atmosphere with relevant absorption in this spectral region. O3 therefore acts as a
very important UV shield. Due to its main formation and destruction pathways, O3 shows a special
altitude profile with a distinct maximum in the stratosphere.
Several pieces of information in this and the following section can be found in Wayne (2000) and
Brasseur et al. (1999), other sources are cited individually.

Ozone in the stratosphere

The first scheme of O3 formation and destruction was proposed by Chapman (1930) and was ex-
tended later due to some missing O3 loss mechanisms. The Chapman scheme is mainly given by
four reactions, the first one creating odd oxygen (O or O3), the last one reducing odd oxygen and
two with no change in O and O3. Here and in other following reactions, M is a third body for
energy and momentum transfer during collision, typically N2 or O2 molecules.

O2 + hν → O + O (R1)
O + O2 + M → O3 + M (R2)
O3 + hν → O + O2 (R3)
O + O3 → 2 O2 (R4)

Reaction (R1) represents a photolysis reaction, where hν is the energy of the incident photon with
Planck’s constant h = 6.626 · 10−34 Js and frequency ν. The rate with which a photolysis reaction
takes place is determined by the concentration of the gas to be photolysed and the photolysis fre-
quency, e.g. JR1, which itself is calculated from the absorption cross section, the quantum yield and
the incoming radiation.
As (R4) was found to be too slow to effect the necessary decomposition of ozone in order to balance
O3 production and to achieve agreement with observations, additional mechanisms were proposed.
Basically, they follow a simple catalytic cycle, with the species A facilitating O3 decomposition:

A + O3 → AO + O2 (R5)
AO + O → O2 + A (R6)

Net: O3 + O → 2 O2

The net reaction gives the same result as (R4), but is mediated by catalyst A. The substance A
does not need to be present in large amounts to be effective, because it is not consumed in the cycle
and may react again in the same scheme. Species which can act in the above reactions as catalyst
A include atomic hydrogen, the hydroxyl radical, nitrogen monoxide, as well as halogen atoms (H,
OH, NO as well as Cl, Br and I). Depending on the altitude, these species have different importance
for the O3 loss rate. While chlorine is most influential in the stratosphere and bromine is significant
in both, the stratospheric and tropospheric layers, iodine chemistry probably takes place mainly in
the lowest parts of the troposphere. The overall chemical scheme for ozone is further complicated
due to reactions between the different catalyst families.

While some of the catalysts exist naturally and determine the original amounts of O3, especially
the abundances of halogen species have increased due to human activity. The natural, mainly
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oceanic sources of halogens are by far smaller than man made emissions from biomass burning
and especially industrial activities. Especially the use of chlorofluorocarbons (CFCs) increased
atmospheric burdens of chlorine before the Montreal protocol in 1987 reduced emissions of CFCs.
However, large amounts of CFCs have already been emitted to the atmosphere and are eventually
transported to the stratosphere. While they are extremely stable in the troposphere, CFCs are e.g.
photolytically decomposed in the stratosphere and release reactive chlorine atoms forcing the rapid
ozone destruction cycles.

Especially over the Antarctic in spring time, ozone columns (i.e., total ozone amounts integrated
from the surface to the top of the atmosphere) nowadays dramatically reduce by typically a factor
of three. Original values for Antarctic springtime O3 columns were in the range of more than 300
Dobson units (1 DU = 2.65×1016 molec/cm2, i.e., a 10 µm high column at standard temperature
and pressure), while up to the end of the 20th century, springtime O3 columns reduced to as low
as around 100 DU in some years. The concentration of O3 even drops to zero in certain altitudes.
Situations with column amounts lower than 220 DU are referred to as ozone holes.

The complete mechanism of ozone destruction has been revised many times, as more knowl-
edge on the reaction pathways, concentrations of species and more precise laboratory data became
available. Up to today, the exact scheme is not fully clarified. The main reaction cycles destroying
ozone in the stratosphere involve Cl atoms, and additionally the species OH and HO2 (HOx) as
well as NO and NO2 (NOx) with combined catalytic reaction cycles. Furthermore, bromine cycles
involving Br atoms, e.g. induced by brominated CFCs (halons) mediate ozone destruction. Levels
of bromine compounds are by far lower than those of chlorine species, but the potential of ozone
depletion by bromine is very large and the presence of Br atoms even enhances the effect of chlorine
on ozone destruction by cross reactions.

The strong ozone loss seen in ozone hole situations requires certain surrounding conditions in
addition to the presence of ozone depleting atoms and molecules. These conditions are mainly
present in Antarctic spring time and include very low temperatures, the formation of polar strato-
spheric clouds (PSCs) and the stable polar vortex, a nearly enclosed region formed by large scale
dynamics which keeps up these conditions for periods of several weeks to months. It is the surfaces
of the PSCs, which provide conditions for additional heterogeneous reactions strongly enhancing
the ozone loss by converting reservoir species, i.e. fairly stable, non-reactive compounds back into
the active catalysts, the Cl atoms (cp. Sec. 1.4.1).

The ozone loss in the stratosphere varies from year to year depending on the meteorological
and dynamic conditions. The concentrations of catalytically active species will probably further
decrease in the future, but the time scale is rather large due to the long life times of the precursor
substances before reaching the high altitudes.

Ozone in the troposphere

In the troposphere, ozone mixing ratios are a lot smaller than in the stratospheric ozone layer. The
importance of tropospheric ozone has two aspects. On one hand, ozone poses a severe health risk
to humans, animals and plants as it becomes poisonous for living cells above certain limits. On the
other hand, however, ozone in the lower atmospheric layers is needed as a main producer of OH
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molecules. Below 310 nm, O3 photolyses to produce excited oxygen atoms, O*(1D), which react
with water vapour to yield OH:

O3 + hν → O2 + O∗(1D) (R7)
O∗(1D) + H2O → OH + OH (R8)

OH is a very influential molecule in atmospheric chemistry. It is extremely reactive and capable
of inducing efficient oxidation processes. In this respect, OH is the most efficient agent for decom-
posing air pollution chemicals as it oxidises most chemicals found in the atmosphere. OH oxidises
CO and CH4, leading to the production of peroxy radicals and subsequently peroxides. Also SO2

and NO2 are removed from the atmosphere by reaction with OH, forming sulphuric and nitric acid,
which are washed out by wet deposition.
The amount of O3 in the troposphere is in first place determined by the NOx ratio due to the
following equilibrium reaction cycle:

NO2 + hν → NO + O∗(1D) (R9)
O∗(1D) + O2 + M → O3 + M (R10)
O3 + NO → O2 + NO2 (R11)

From the NOx ratio, the photolysis frequency JR9 and the reaction rate coefficient kR11, the
equilibrium O3 concentration may be calculated. However, the above equilibrium is disturbed by
the presence of additional chemical substances, which lead to either O3 production or destruction in
the troposphere. Bromine chemistry and also iodine chemistry, e.g., reduce tropospheric ozone con-
centrations (Dickerson et al., 1999; Read et al., 2008). On the other hand, ozone may be effectively
produced in the presence of NO2 and peroxides (RO2, with e.g. R=H, R=CH3). The photolysis
of NO2 provides the necessary oxygen atoms as above, while RO2 reaction schemes convert NO
back to NO2. In polluted regions and with an increased burden of RO2 from organic precursors,
the additional ozone production leads to the phenomenon of summer smog. The O3 concentration
limits in the European Union are 180 µg/m3 and 240 µg/m3 for information and warning of the
population, respectively (European Parliament, 2002).

In conclusion, stratospheric ozone is essential for life on Earth, while in the troposphere its role is
more ambiguous.

1.4 Halogens in the atmosphere

From the halogen family, mainly Cl, Br and I play important roles for atmospheric chemistry,
while fluorine forms very stable reservoir species (especially HF), and astatine has extremely low
abundances. The three relevant halogens show partially similar reactions and influences, but also
exhibit some individual properties. Chlorine and bromine were earlier found to have atmospheric
relevance than iodine, and some key properties of these two species shall be discussed first. Due
to analogies and interactions between the different halogen types also chlorine and bromine are
relevant when analysing the role of iodine in the atmosphere. Atmospheric iodine chemistry will be
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addressed individually and in detail in the next section.
It was in part the detected influence of halogens on stratospheric chemistry that drove research in
tropospheric halogen chemistry. To understand the atmospheric relevance of a substance and to
estimate possible future changes, its sources have to be known. From emitted compounds in the
troposphere, long-lived species may be transported into the stratosphere.

1.4.1 Halogens in the stratosphere

The main input of halogens to the stratosphere results from transport of long-lived CFCs or halons
upwards from the troposphere where they were liberated. Additionally, short-lived compounds (or
very short-lived substances, VSLS, several brominated and chlorinated carbons) were identified to
contribute to the stratospheric halogen load. The halogen compounds are photolysed in the high
altitudes of the stratosphere and release Cl and Br atoms. Alternatively, chemical break-up of CFCs
takes place, e.g, in the reaction with the O(1D) radical (Ravishankara et al., 1993), from which ClO
may be released, thereby contributing to the reactive chlorine budget (Brasseur et al., 1999). As
soon as the break-up has started, a complex catalytic chemical reaction mechanism is activated.
The major effect of this mechanism and hence of halogens in the stratosphere is the destruction of
stratospheric ozone:

Cl + O3 → ClO + O2 (R12)
Subsequent recovery of the Cl atom (equivalently for Br) via different pathways leads to a catalytic
cycle. One important pathway includes reactions on the surfaces of PSC particles, shortly men-
tioned in Sec. 1.3. PSC particles consist either mainly of HNO3 (type I) or of H2O-ice and some
HNO3-hydrates (type II). In both cases, a frozen or liquid aerosol core may be possible. After re-
action of ClO with NO2, chlorine nitrate forms (ClONO2) which can react with HCl (from volcanic
eruptions or chemical conversions) on the particle surfaces:

ClONO2 + HCl → Cl2 + HNO3 (R13)
Cl2 + hν → 2Cl (R14)

This is an important reaction, as two reservoir species (ClONO2 and HCl) are converted at the
same time and two reactive chlorine atoms are released that can enter (R12) again. Additional
reactions which occur on PSC surfaces create a complex mechanism which is not yet completely
understood. Still some rate coefficients and reaction pathways are debated.
The presence of bromine leads to ozone depletion in two ways. Br atoms directly destroy ozone, and
additionally an intensification of the chlorine cycles through reactions of BrO with ClO is effected:

BrO + ClO → Br + Cl + O2 (R15)

While also different product pathways are possible, this example shows how the cross reaction leads
to new release of halogen radicals. When comparing the number of O3 atoms on average destroyed
per halogen atom, bromine is more effective than chlorine approximately by a factor of 50 (Wayne,
2000).

From their maximum abundance in the 1990s (for some compounds much later in the 2000s),
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the amounts of several stratospheric halogen species have started to decrease slightly (WMO, 2006).
Presently, the amounts of brominated species in the stratosphere lie around 18 to 25 ppt, of which
5 ppt result from brominated VSLS. Amounts of total available chlorine in the stratosphere are
3.5 ppb with the largest amount from the long-lived CFCs and smaller contribution from chlorinated
VSLS (around 50 ppt) (WMO, 2006). As discussed later (cp. Sec. 1.5), the relevance of iodine in
stratospheric chemistry is most probably small, maybe even negligible, but remains to some extent
uncertain.

1.4.2 Halogens in the troposphere

Several sources of halogen species or halogenated compounds are known. After primary release,
chemical conversions lead to formation of further substances. Halogens in general are both, of
natural and anthropogenic origin.

Natural sources

One original source of natural halogen compounds are the oceans. Sea salt is rich especially in
chloride (Cl−), but also contains bromide and iodide (Br− and I−). The number densities are quite
different though, as converted from Wayne (2000):

[Cl−]
[Br−]

≈ 660 ,
[Br−]
[I−]

≈ 15000 .

Sea salt aerosols contain less bromide and chloride than expected from the respective sodium con-
tent, so direct inorganic release of halogen compounds from sea salt particles seems probable. Via
photolysis, these molecules yield reactive halogen atoms. Other generally halide rich domains are
soils, inland salt water lakes and salt flats.

Coastal areas and the open ocean are sources of several volatile halogenated organic compounds -
such as CH3Cl, CH3Br and CH3I, for example. Also polyhalomethanes (e.g., CH2Br2, CH2I2,
CH2BrI, CHBr2Cl, etc.) are released by biological processes in oceans (Reifenhäuser and Heuman,
1992; Carpenter et al., 1999). While CH3Cl and CH3Br have relatively long life times in the
troposphere and can be therefore transported to the stratosphere, CH3I is more easily photolysed
with a typical life time of several days and releases I atoms mostly in the troposphere. CH3Cl is the
largest chlorine source gas in general and originates to 10% from the oceans and to 80% from biomass
burning. The remaining 10% is produced by industrial activities (Wayne, 2000). Biomass burning
may also produce some CH3I amounts (Andreae et al., 1996). Volcanic eruptions are a variable
source of halogenated species. The timing, strength and duration of eruptions and degassing periods
are fluctuating, and also the halogen content in the outbursts and degassing processes change and
differs between individual volcanos. Emissions from volcanoes contain large amounts of hydrochloric
acid, HCl, as well as other chlorine and bromine species (Francis et al., 1998; Bobrowski et al., 2003).
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Anthropogenic sources

Apart from the natural sources, there is a substantial anthropogenic influence on atmospheric halo-
gen levels. Methyl chloride from both, natural and anthropogenic sources, is present at an average
mixing ratio of 0.5 ppb. The aforementioned CFCs, which are used for industrial purposes, have
increased the burden of halogen species dramatically. Industrial applications include the use as
refrigerants, solvents or fertilizers. Famous examples of CFCs are CFCl3 and CF2Cl2, which carry
trade names such as Freonr-11 and Freonr-12. Enormous amounts of CFCs were emitted to the at-
mosphere before the mid 1990s, and due to their chemical stability in the troposphere (with lifetimes
longer than hundred years), the molecules are not altered before they are eventually transported up
to the stratosphere and photolytically release Cl atoms.
Considering bromine, an important anthropogenic source are the halons, i.e. brominated CFCs.
These compounds have been used as fire extinguishers, with CF2BrCl and CF3Br being the most
common substances of this family. Their tropospheric mixing ratios amount to several ppt. Atmo-
spheric methyl bromide (CH3Br) is, apart from its natural sources, produced by human activities,
e.g. by use in agriculture and by biomass burning. Current CH3Br mixing ratios lie around 10 ppt.

Some relevant pathways

Several industrially produced chlorine and bromine species are to a high degree chemically inert in
the troposphere so that they do not interfere with tropospheric composition. Others however, are
to some extent photolabile also at wavelengths that reach down to the Earth’s surface. CH3Cl and
CH3Br, for example, release Cl and Br atoms also in the troposphere.

Halogens are efficient oxidants. One important example of oxidation pathways is the oxidation of
gaseous mercury (Hg) by, bromine atoms, which has been observed in polar regions. The oxidated
form of mercury is more easily transferred to snow and other surfaces and can be incorporated
by biological organisms. Mercury is poisonous already in very small amounts, which makes this
transformation a dangerous process threatening the biosphere in the affected regions.

In addition, halogens react with organic compounds, e.g., hydrogen atoms are replaced by
halogens in organic carbons, forming the start of oxidation chains.

Halogen atoms react with O3 leading to ozone loss also in the troposphere. The importance
of ozone for the troposphere has been discussed above, and the destruction of O3 has a strong
influence on the chemical composition. In the mid 1980s, the connection between strong ozone
depletion events (ODEs) in Polar Regions and the presence of bromine compounds (in that case of
filterable bromine) has been detected at Barrow in the Arctic (Barrie et al., 1988). These events
were observed in Polar Spring. In many cases, the ozone mixing ratio shows an anti-correlation with
measured bromine amounts. The release and overall process of these events have not been completely
resolved yet, but several mechanisms have been proposed. Mostly inorganic release processes from
sea ice covered regions are considered, either from sea-ice surfaces directly, or from frost flowers,
aerosols or brine (Kaleschke et al., 2004; Sander et al., 2006a; Simpson et al., 2007a; Piot and von
Glasow, 2008). Possibly, the low temperatures of the aerosols or surfaces in the respective regions
are important for the release mechanism. As the local amounts of bromine compounds often increase
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very fast, the following mechanism has been proposed as a possible explanation for the observations.

Bromine explosion and ozone depletion events

The so-called ”bromine explosion” is an autocatalytic and multi-phase (m.p.) reaction cycle causing
a quick and efficient release of bromine atoms to the atmosphere, more or less directly from the sea
salt content (Platt and Hönninger, 2003; Simpson et al., 2007a):

HOBr + Br− + H+ →m.p. H2O + Br2 (R16)
Br2 + hν → 2 Br (R17)
Br + O3 → BrO + O2 (R18)
BrO + HO2 → HOBr + O2 (R19)

Net: H+ + Br− + HO2 + O3 → Br + H2O + 2 O2

The above reaction scheme then leads to exponential increase in the concentration of BrO, which is
often present at levels of several ppt (Simpson et al., 2007a). No biological processes are involved
in this proposed mechanism. One important prerequisite for this cycle to happen is some sufficient
acidity (involvement of H+ ions). The crucial reaction in this scheme is the first multi-phase reaction
as two inactive bromine species are converted within sea water or sea salt aerosol to Br2, which
enters the atmosphere and potentially yields two highly reactive Br atoms after photolysis. Satellite
observations of BrO show that often large areas exhibit enhanced BrO amounts (Wagner and Platt,
1998; Richter et al., 1998), and these areas are connected to regions covered with sea ice (Kaleschke
et al., 2004). This process occurs in a similar way on both Hemispheres, in the Arctic and the
Antarctic, beginning with Polar Sunrise and lasting for some months.

1.5 Current state of atmospheric iodine research

Although iodine species are typically less abundant than chlorine and bromine species, they have
received increasing attention during the last years. This is in part driven by the awareness, that large
effects may arise even from small abundances, e.g., through catalytic cycles or by iodine specific
pathways. The biological importance of iodine and the presence of radioactive iodine has always
added to the need of understanding iodine related processes.

In some occasions, tropospheric iodine compounds have been observed at similar levels as
equivalent bromine compounds, which hints at very efficient release mechanisms or even iodine
specific pathways. Additionally, through cross reactions between iodine and bromine compounds
which may lead to the re-release of reactive bromine atoms, the potential influence of bromine is
increased.

In the past years, considerable progress has been made on the field of iodine research and in
understanding the relevance of halogens, especially in the troposphere, while many open questions
still remain and ask for further research efforts (Platt and von Glasow, 2005). In the following,
central aspects of atmospheric iodine chemistry, some identified sources and precursors, as well as
the process of particle formation and observations of iodine oxides are summarised.
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1.5.1 Sources of reactive iodine compounds in the atmosphere

While iodine is a solid substance at usual atmospheric temperatures, atomic and molecular iodine
(I and I2) exist in gaseous form after release from specific precursors. Atomic iodine and iodine
oxides are radicals and consequently reactive gases. One main discussion is concerned with the
quantification of organic sources on one hand and inorganic pathways on the other. Although not
all questions have been answered yet, large research efforts have led to an increased knowledge and
understanding over the past decades.

Already in the 1970s, atmospheric abundances of methyl iodide (CH3I) were observed by Love-
lock et al. (1973) in and over the Atlantic. Measurement activities have since found CH3I in sev-
eral other locations, as well as numerous additional organoiodine compounds, e.g., diiodomethane
(CH2I2), iodochloromethane (CH2ClI), and propyl iodide (C3H7I) (Rasmussen et al., 1982; Reifen-
häuser and Heuman, 1992; Schall et al., 1994). These substances are summarised as volatile organic
iodine (VOI) or, equivalently, iodinated volatile organic compounds (IVOCs). VOIs are emitted,
e.g., by macro-algae (Schall et al., 1994) as well as from phytoplankton (Tokarczyk and Moore,
1994; Hill and Manley, 2009) and bacteria (Amachi et al., 2001). Additionally, molecular iodine
(I2) is emitted from macro-algae (Küpper et al., 1998; Saiz-Lopez and Plane, 2004) after reaction
of hydrogen peroxide with iodide. This results in formation of hypoiodous acid (HOI) which is in
equilibrium with molecular iodine in sea water (Truesdale et al., 1995).

Many biogenic iodine compounds rapidly photolyse in the daytime atmosphere and release
atomic iodine radicals, e.g. (CH2I2 + hν → CH2I + I) or (I2 + hν → I + I). As soon as atomic
iodine is available, reaction with ozone forms iodine monoxide:

I + O3 → IO + O2 (R20)

In several cases, observations support the connection between ground-based measurements of re-
active iodine compounds and nearby algae or phytoplankton colonies (Alicke et al., 1999). The
release of VOIs and molecular iodine to the atmosphere by macro- and micro-algae then leads to
the availability of reactive iodine species. Incubation studies in the laboratory have confirmed the
emissions of VOIs from algae to occur, e.g., as result of oxidative stress upon macro-algae (Pedersén
et al., 1996). In direct comparisons, polar algae seem to exhibit higher emission rates for iodinated
compounds than subtropical algae (Giese and Wiencke, 1999). A similar finding was made for
micro-algae, as cold water diatoms were identified to produce iodinated organics at higher rates
than temperate species (Tokarczyk and Moore, 1994; Moore et al., 1996).

Highest atmospheric amounts of VOIs were reported for CH3I for individual occasions, on the
East coast of the USA and at the Atlantic coast in France with levels as high as 3800 ppt and
1830 ppt, respectively (Lillian et al., 1975; Peters et al., 2005). For the other VOIs and more
frequently also for CH3I volume mixing ratios on the orders of 0.1-10 ppt were found, e.g. in the
Antarctic (Reifenhäuser and Heuman, 1992), at the Irish coast (Carpenter et al., 1999) and at
Hudson Bay (Carpenter et al., 2005).

Before 2007, hardly any information was available on the concentrations or even the fluxes of
organoiodines in South polar waters. Recent measurements by Carpenter et al. (2007) conducted
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in the Antarctic between 70-72◦S and 9-11◦W in Southern Hemispheric summer (December) then
showed the presence of CH2I2, CH2ICl, CH2IBr in the water column and determined the respective
fluxes to the atmosphere. This information is used for model studies in Chapter 5. Amounts are
rather small in comparison to measurements in the mid-latitudes (Carpenter et al., 2001), but all
examples represent point measurements under specific conditions at restricted times.

While the direct emission of these compounds from algae species constitutes an important
organic source of iodine compounds, it has also been suggested that organic compounds may be
released by abiotic pathways (Carpenter et al., 2005), following the reaction of HOI with humic
material. Although organic material is involved, this release is not an active organic process. Con-
sidering polyhalogenated iodocarbons, CH2I2 and CH2ClI have been observed in field measurements
(Carpenter et al., 2005), as well as CH2I2, CH2ClI and CHI3 in laboratory studies (Martino et al.,
2009).

1.5.2 Tropospheric iodine chemistry and ozone depletion

From the photolysis of organic or inorganic precursors, atomic iodine is produced. Atomic iodine
undergoes a fast reaction with ozone in the atmosphere to form iodine monoxide (IO) and catalytic
ozone destruction cycle in areas of iodine release may be initiated (Chameides and Davis, 1980;
Solomon et al., 1994) .

Catalytic ozone destruction cycles

Several pathways may regenerate atomic iodine in catalytic cycles, for example through the reaction
with other halogen oxides (X = Br or Cl, R21, R22), or alternatively HO2 (R23) or NO2 (R27)
with subsequent photolysis.

I + O3 → IO + O2 (R20)
XO + IO → I + X + O2 (R21)
X + O3 → XO + O2 (R22)

Net: 2 O3 → 3 O2

I + O3 → IO + O2 (R20)
IO + HO2 → HOI + O2 (R23)

→ OH + I + O2 (R24)
HOI + hν → OH + I (R25)
OH + O3 → HO2 + O2 (R26)

Net: 2 O3 → 3 O2
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I + O3 → IO + O2 (R20)
IO + NO2 + M → IONO2 + M (R27)
IONO2 + hν → I + NO3 (R28)
NO3 + hν → NO + O2 (R29)
NO + O3 → NO2 + O2 (R30)

Net: 2 O3 → 3 O2

The photolysis reactions (R28) and (R29) in the last cycle may also take different pathways. In
those cases, no destruction of ozone takes place as odd oxygen is recovered. This also happens in
the following cycle.

Zero ozone loss

In the daytime troposphere, IO is also photolysed quickly, regenerating I atoms but also ozone,
which leads to some steady state amount of IO during daytime and to no net loss of O3:

I + O3 → IO + O2 (R20)
IO + hν → I + O (R31)
O + O2 + M → O3 + M (R32)

Due to the quick conversion between I and IO, the two compounds are frequently combined to the
IOx family. Although the photolytic life time of IO is small (typically on the order of minutes in
the daytime atmosphere), the effective life time of reactive IOx is much longer.

Influence of iodine on other compounds

Model studies suggest that even small amounts of iodine can play an important role in the release
and recycling processes of Br atoms (Vogt et al., 1999). This may further enhance the strength and
impact of bromine explosions seen in Polar Regions, and makes the catalytic ozone depletion even
more effective. While the reaction of BrO with itself does not proceed at relevant rate, the cross
reaction with IO leads the renewed release of atomic Br:

IO + BrO → OIO + Br (R33)

The presence of iodine in the marine boundary layer can impact on the ratios of [OH]/[HO2] and
[NO]/[NO2] (Chameides and Davis, 1980). Mainly through the reaction of IO with HO2 (R23),
the [OH]/[HO2] ratio may be increased. Subsequent photolysis of HOI to OH and I amplifies this
tendency even further. The [NO]/[NO2] ratio is usually decreased in the presence of iodine, as the
reaction of IO with NO occurs (Chameides and Davis, 1980). Reaction (R27) can shift the effect in
the reverse direction, but the overall balance depends on the relative reaction strengths.
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1.5.3 Higher iodine oxides and particle formation

In coastal areas, time periods with suddenly large amounts of fine particles and aerosols in the air
have been observed (O’Dowd et al., 1999). The source of these events was initially uncertain. Nu-
cleation processes involving H2SO4, H2O and NH3 have been discussed, but it has been noticed that
another formerly unknown species was needed to explain the particle growth to the sizes detected
in the measurements (O’Dowd et al., 1999). Marine aerosol had been previously observed to be
enriched in iodine with respect to chlorine in comparison to the relation in sea water (Duce et al.,
1963). Aerosols therefore might constitute a sink of iodine under certain conditions, but may also
act as temporary reservoirs releasing iodine species back to the atmosphere at a later point. Two
processes may lead to high iodine amounts in particles. Iodine species are taken up by already
present aerosols and additionally, the importance of iodine chemistry as a source of freshly formed
particles has been recognised (O’Dowd et al., 2002b; Mäkelä et al., 2002).
In addition to field observations, laboratory studies confirm the condensation of iodine vapours to
solid species. In this process higher oxides of iodine play a crucial role. Higher iodine oxides are,
e.g., produced in the self-reaction of IO (Cox and Coker, 1983; Bloss et al., 2001; Gómez Martín
et al., 2007). Two relevant reaction pathways are:

IO + IO → OIO + I (R34)
IO + IO + M → I2O2 + M (R35)

Iodine oxides may also be generated by reaction pathways between IO and other halogen oxides
(ClO or BrO) or possibly by minor channels of the reaction of IO with HO2:

IO + BrO → OIO + Br (R33)
HO2 + IO → OIO + OH (R36)

The self reaction of OIO (O’Dowd et al., 1999; Jimenez et al., 2003) is relevant and might lead to
polimerisation and chain like growth to iodine oxide clusters in the following form (O’Dowd and
Hoffmann, 2005):

OIO + OIO → I2O4 (or [IO]+[IO3]−) (R37)
I2O4 + nOIO → [−I−O− IO2−]1+n/2 (R38)

Several aspects are not well known yet, including additional pathways in the reactions above, the
rate coefficients and the stability of the produced iodine oxides. In any case, higher oxides (IxOy,
such as I2O4 and I2O5) are formed, react further with OIO, and form growing clusters which may
subsequently precipitate (O’Dowd et al., 2002b; McFiggans et al., 2004; O’Dowd and Hoffmann,
2005). Some of the higher iodine oxide clusters, being acid anhydrides, are hygroscopic. The exact
mechanism, by which aerosols are formed, is not yet established. However, it has been shown that
the formation of higher oxides indeed results in the production of fine particles. These may then
grow and act as cloud condensation nuclei (O’Dowd and Hoffmann, 2005), which impacts on the
aerosol loading and potentially on the Earth’s radiation budget. Iodine plays an important role in
both, the homogeneous and heterogeneous chemistry of the troposphere at least locally.
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One major contributor to the aerosol burden over oceanic regions independently of iodine is
sulphate aerosol (Brasseur et al., 1999). The relative importance of particle formation from iodine
oxides depends on the ratio of iodine to sulphate particles. Apart from volcanic eruptions and
human emissions, sulphur compounds are injected into the atmosphere by marine plankton mainly
in the form of dimethyl sulphide (DMS, CH3SCH3) as reported by Bates et al. (1992). Via oxidation
by OH, DMS forms sulphur dioxide (SO2) and subsequently sulphuric acid (H2SO4). Homogeneous
nucleation of H2SO4 and H2O (and NH3) may lead to a direct formation of particles, while H2SO4

also condensates on pre-existing aerosols. DMS as precursor of sulphate aerosol is considered an
important source of cloud condensation nuclei (CCN) in maritime regions (Charlson et al., 1987),
which affect the global radiation budget. It is an open issue how large the potential impact of
iodine particles on atmospheric CCN concentrations is in comparison to the sulphate aerosols. High
concentrations of iodine particles have been observed in several occasions, e.g. by O’Dowd et al.
(2002a,b), for point locations, giving valuable information on the process of particle formation from
iodine oxides. More observations are necessary for the quantification of their overall importance.
Observations of IO from Sciamachy are helpful in estimating the order of magnitude range for the
iodine particle formation, which may serve as a global constraint of its potential importance (cp.
Sec. 3.7).

1.5.4 Iodine in the stratosphere

As ozone levels in the lower stratosphere seemed not to be explicable by the chemistry of chlorine and
bromine alone, it was thought that iodine species play a role for lower stratospheric chemistry. The
influence of iodine on stratospheric ozone destruction was analysed by Solomon et al. (1994) and was
found to be potentially large. Due to very efficient ozone destruction, iodine would need to be present
only in comparably small amounts as compared to chlorine, for example. Solomon et al. estimated
the potential effect of iodine on lower stratospheric ozone loss to be by a factor of 1000 larger
as compared to chlorine. However, the overall relevance still depends on the actual iodine levels.
While several studies have demonstrated the existence of iodine oxides in the troposphere above the
respective detection limits (cp. Sec. 1.5.5), the abundances of iodine species in the stratosphere are
not yet well known and have often remained below the detection limits.

The main reasons for iodine compounds to be less abundant in the stratosphere than bromine
and chlorine species are the shorter photochemical life times and smaller amounts of iodinated
precursor substances. Additionally, iodine is accumulated in aerosols which may reduce the amount
of gaseous iodine species at least initially. The WMO therefore states that ”it is unlikely that iodine
is important for stratospheric ozone loss in the present-day atmosphere” (WMO, 2006).

Measurements of stratospheric IO are relatively sparse. Levels of stratospheric iodine monoxide
were measured by balloon based instrumentation (Bösch et al., 2003) in solar occultation using the
DOAS method. The observed mixing ratios remained below the detection limit of 0.1 ppt between
12 and 20 km altitude in the probed locations at several latitudes and times and also inside the
Arctic polar vortex during winter. At these observed upper limits, the expected ozone destruction
is not much larger than without taking iodine chemistry into account.

Recent field studies in the tropics support the findings of low iodine burdens in the upper
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troposphere and lower stratosphere region, as upper limits for IO as well as for OIO remain below
0.1 ppt (Butz et al., 2009). Photochemical modelling leads to the estimate that iodine does not
influence the ozone levels in these altitudes much.

A similar conclusion, that the significance of iodine for stratospheric ozone loss is most probably
negligible was also drawn by Wennberg et al. (1997) after detecting small amounts of IO (<0.5ppt)
by Fourier Transform Spectroscopy (FTS) from sunrise observations. Some evidence of stratospheric
IO was reported on the basis of ground-based DOAS observations in Arctic regions (Wittrock et al.,
2000), identifying possible mixing ratios between 0.65 and 0.8 ppt in the stratosphere.

Due to large uncertainties in the model studies, however, the estimates of the effect of certain
iodine amounts on stratospheric chemistry, especially on ozone levels, are to some extent uncertain
(Butz et al., 2009). In addition, the potential influence of particulate iodine is usually not taken into
account, but iodine may be released from the aerosol phase back into the gas phase. Consequently,
the relevance of iodine for stratospheric chemistry remains in part an open issue as it is not clearly
supported by observations yet, but cannot be excluded either.

1.5.5 Observations of tropospheric iodine oxides

After the importance of iodine chemistry for tropospheric chemistry had been noticed and estimated
in 1980 by Chameides and Davis, the interest in measuring iodine compounds in the atmosphere
continuously increased. Especially the potential of iodine for ozone destruction is considered rele-
vant and has been estimated in several studies. Before IO had been really observed in the atmo-
sphere (Alicke et al., 1999), iodine species had been assumed to be present only in smaller amounts
(Chameides and Davis, 1980; Solomon et al., 1994; Davis et al., 1996). Several research campaigns
have been conducted to complete the picture on iodine oxides. The regions chosen for these studies
are far spread and cover locations in the Arctic, the Antarctic, several mid-latitude coastal sites,
and some others. An overview over tropospheric measurements of iodine oxides is given in Tab. 1.2.

In 1999, Alicke et al. have detected IO molecules during field measurements. They measured
IO amounts in the marine boundary layer (MBL) at Mace Head on the Irish coast by long-path
DOAS (LP-DOAS). This is an active DOAS technique using an artificial light source, typically a
xenon lamp (Platt and Perner, 1980). The light beam is guided from the light source horizontally
through the surface layers over a certain distance of typically several kilometers and is recorded by
a spectrometer unit. By using a retro-reflector at a far point, the light emission and light detection
units can be placed at the same location. The measured quantity is the volume mixing ratio of the
respective trace gas averaged along the horizontal light path. Maximum IO amounts seen by Alicke
et al. were in the range of 6 ppt. A connection to the tidal height was identified. IO amounts increase
for low tide during solar illumination. Photolabile precursors were released by nearby macroalgae
which are exposed to air during low tide. This connection has been observed several times since.
The influence of iodine at these concentrations on ozone levels has been estimated by model studies
to be substantial (Alicke et al., 1999). Apart from the measurements by Alicke et al., more studies
were performed at the Irish coast further analysing and supporting the correlation of IO amounts
with low tide, high solar illumination and precursor amounts (Carpenter et al., 1999; Allan et al.,
2000; Saiz-Lopez and Plane, 2004; Peters et al., 2005). Additional MBL sites in the mid latitudes
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Location Max. amount Reference

IO

Mace Head, Ireland 2.4-7 ppt Alicke et al. (1999); Carpenter et al. (1999)

Allan et al. (2000); Saiz-Lopez et al. (2006)

Brittany, Atlantic coast, France 7.7 ppt Peters et al. (2005)

Roscoff, North coast, France 30 ppt Whalley et al. (2007)

Dagebüll, North Sea, Germany 1.9 ppt Peters et al. (2005)

Sylt, North Sea, Germany 2.2 ppt Oetjen (2009)

Teneriffe, Canary Islands 3.5 ppt Allan et al. (2000)

Dead Sea 10 ppt Zingler and Platt (2005)

Cape Verde Islands 1.2 ppt average amounts, personal communication+

Galapagos Islands R. Volkamer, 2009, amounts not yet published

Maldives 2.8 ppt Oetjen (2009)

Gulf of Maine, Atlantic 4 ppt Stutz et al. (2007)

Hudson Bay <1 ppt Hönninger et al. (2004)

Ny-Ålesund, Arctic 0.4 ppt Wittrock et al. (2000); Oetjen (2009)

Cape Grim, Tasmania 2.2 ppt Allan et al. (2000)

Neumayer Station, Antarctica 10 ppt Friess et al. (2001)

Halley Station, Antarctica 20 ppt Saiz-Lopez et al. (2007b)

OIO*

Mace Head, Ireland 3-9 ppt Saiz-Lopez et al. (2006); Peters et al. (2005)

Gulf of Maine 30 ppt Stutz et al. (2007)

Cape Grim, Tasmania 3 ppt Allan et al. (2001)

Table 1.2: Overview of some important measurements of iodine oxides in the atmosphere. Updated
from a previous overview by Peters et al. (2005). *Allan et al. (2001) use the absorption cross
section of OIO determined by Cox et al. (1999), which is a factor of 6 larger than the cross sections
determined by Bloss et al. (2001) and Spietz et al. (2005), used in the studies from Peters et al.
(2005), Saiz-Lopez et al. (2006) and Stutz et al. (2007), with according influence on the derived
VMR. +unpublished results; http://www.chem.leeds.ac.uk/Atmospheric/Field/fage/iofw.html.
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were explored by Allan et al. (2000), Peters et al. (2005) and Oetjen (2009), reporting IO amounts
between 2 and 8 ppt. These studies used the LP-DOAS technique or the Multi-AXis-DOAS (MAX-
DOAS) method. In the latter, scattered sun-light DOAS is performed with instruments designed
to observe radiation at a multitude of different elevation angles, thereby potentially yielding some
information on the trace gas profile (Wittrock et al., 2004; Heckel et al., 2005).

The largest amounts of iodine oxides detected so far have also been reported for a MBL location
at Roscoff, situated at the French Atlantic coast, by Whalley et al. (2007) and Wada et al. (2007).
Whalley et al. applied the Laser induced fluorescence (LIF) method for atmospheric IO measure-
ments. In this in situ method, IO molecules in a restricted volume are excited with a Laser beam,
e.g., within the 445 nm absorption band of the IO electronic transition (cp. Sec. 1.6.1). The inten-
sity of the induced fluorescence is observed to determine IO mixing ratios. Largest amounts around
30 ppt were reported for cases when a short integration time of 10 s was used. At the same time
and location, the first atmospheric measurements of IO by cavity ring-down spectroscopy (CRDS)
have been performed by Wada et al. (2007). The CRDS method determines the damping of a laser
pulse with time inside a cavity enclosed by highly reflecting mirrors at both ends. The stronger the
absorption is inside the cavity, the shorter the ring-down time becomes. The ring-down times are
measured on and off resonance with an IO absorption line, yielding the respective mixing ratio of
IO inside the probe volume. Integrating over 30 s and probing a confined air volume, highest IO
amounts exceeding 50 ppt were found by Wada et al.. However, the CRDS technique for IO has a
detection limit of 10 ppt and higher with according uncertainties on the results.

The studies using LIF and CRDS nicely demonstrate the highly variable character, both with
time and space, of IO amounts in the boundary layer. For longer integration times or with techniques
averaging over larger spatial areas or distances, the maximum IO amounts are generally smaller.
These observations in spatially confined locations have important implications for the formation
of fine iodine particles. The generation of higher oxides is non-linear with IO concentration as
discussed in Sec. 1.5.3. Consequently, the rate of particle formation increases strongly, if IO amounts
are confined to a small region rather than the same amount of molecules being spread over a larger
area.

Concerning the Arctic Polar Region, Wittrock et al. (2000) observed IO by ground-based DOAS
measurements in Ny-Ålesund, Spitsbergen. Although part of the signal was assigned to small
amounts of IO in the stratosphere, the behaviour of the detected absorption signal with respect to
the solar zenith angle indicates the presence of some tropospheric IO in Spring time. In the South
Polar Region, measurements were conducted at the Neumayer Station using scattered sun-light
DOAS (Friess et al., 2001), and later also at Halley Station (Saiz-Lopez et al., 2007b) applying
LP-DOAS. Reported IO mixing ratios are on the order of 10 ppt. The observed seasonal cycle is
different in the two Antarctic studies. While Friess et al. (2001) find maximum amounts in summer,
the IO amounts seen by Saiz-Lopez et al. (2007b) are largest in Spring time (October), where single
short-term amounts of IO reach up to 20 ppt. Comparing the two Polar Regions, the IO amounts
found in the Antarctic are generally larger than in the Arctic. Ground-based observations in the
Canadian Arctic on the Southeast coast of the Hudson Bay (55◦N, 75◦W), for example, revealed
BrO at levels around 30 ppt (Hönninger et al., 2004), while no IO above the detection limit of 1 ppt
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was found during the same time period.
In addition to coastal and polar regions, further interesting locations for boundary layer halogen

measurements are salt lakes. At the Dead Sea with its high salinity, IO amounts around 10 ppt
have been observed by Zingler and Platt (2005).

The OIO molecule has so far been observed only in very few locations, for example at Mace
Head with mixing ratios between 3 ppt (Peters et al., 2005) and 9 ppt (Saiz-Lopez et al., 2006) and
mostly during the night. Recently, higher amounts of 30 ppt and also during the daytime have been
reported by Stutz et al. (2007) for the Atlantic coast at the Gulf of Maine, USA.

There are several advantages to each of the individual measurement techniques. MAX-DOAS
instruments do not need an artificial light source and may be left running self-contained also at
remote sites for several years. Additionally, they yield some altitude profile information for the
analysed trace gas. This passive technique can only measure during day time, while the other
techniques are functional also during the night. LP-DOAS measurements observe the atmosphere
over a long horizontal distance. Signals at several kilometres distances, e.g., above the ocean, may
be picked up. For localised sources however, the signal is averaged over the light path and therefore
reduced, so that not the peak concentrations are measured. LIF and CRDS both constitute in situ
point measurements at high temporal resolution and may capture peak concentrations at confined
locations if they are employed close to sources, but do not yield any information for the surrounding
regions. LIF is a very sensitive technique with typically very low detection limits.

In most locations, where field campaigns were conducted, the observed IO and OIO amounts lie
in the range between 0 and 10 ppt, while higher amounts are seldom and transitory. The ground-
based measurements constitute a valuable basis of iodine oxide observations. They are, however,
basically local measurements and cover short temporal periods. Long term global observations by
satellite instruments are additionally desired to deepen the insight into amounts, distributions and
variations of IO in the atmosphere. From this, the understanding of source regions and of the
importance of IO shall be improved.

1.6 Atmospheric effects on radiation

Earth’s atmosphere and with it life on Earth is strongly influenced by and dependent on the incoming
and outgoing radiation. The solar radiation reaching the atmosphere or even the Earth’s surface is
a prerequisite for life and responsible for many processes, it drives photosynthesis, initializes many
chemical reactions by photolysis and determines the air temperature. The Sun emits radiation
which is close to that of a black body at a temperature of 5780 K. The irradiance therefore has a
maximum in the visible wavelength region at about 500 nm, which may be calculated from Wien’s
law:

λmax =
2900µm

K

T

Due to absorption and scattering in the Earth’s atmosphere, the spectral maximum for the solar
irradiance spectrum arriving at the surface is shifted slightly to longer wavelengths. The photon
number flux at the top of the atmosphere, however, has its maximum at around 580 nm due to
the inversely proportional energy-wavelength dependence. A solar spectrum measured from space

26



1.6 Atmospheric effects on radiation

by the Sciamachy instrument (cp. Sec. 1.9.1) is shown in Fig. 1.2. The sharp lines in the Solar
spectrum are the Fraunhofer lines and are caused by absorbing species in the Sun’s photosphere and
chromosphere. The strongest lines are typically labeled by Latin letters (Stöcker, 1995) as shown in
brown in Fig. 1.2. The Fraunhofer G-band lies within the relevant wavelength range in some cases
of the present study.

Ca

KH G F E D C

H

NaFe
H

Fe & Ca

Ca

Figure 1.2: A Solar spectrum measured by Sciamachy covering all wavelength channels of the
instrument. The spectrum has been assembled and calibrated by Jochen Skupin, IUP Bremen.
The right figure is a close up of the spectrum between 300 and 1000 nm pointing out some of the
Fraunhofer absorption lines with labels (brown) and the responsible atoms (blue).

On its way through the different atmospheric layers, the radiation is affected by processes like
scattering at molecules and particles, molecular absorption and reflection. All these factors have to
be taken into account in the calculation of radiative transfer.

1.6.1 Molecular absorption

The absorption of radiation in the atmosphere leads to several further effects. For example, a large
portion of the UV spectrum is absorbed by ozone before reaching the Earth’s surface protecting
life from the harmful radiation, and molecules such as H2O, CO2, and CH4 lead to the greenhouse
effect by absorbing (and emitting) infrared and microwave radiation.
Each molecule and atom exhibits its unique spectral absorption bands. Therefore, the different
species may be identified via spectroscopic measurements of the characteristic absorption structures.
The absorption of chemical species in the atmosphere affects electromagnetic radiation passing
through regions where the respective species is present. By analysing this radiation, conclusions on
the amount of absorber substance along the light path can be drawn. As a crucial prerequisite for
the retrieval of a trace gas amount by optical means, the wavelengths of some absorption structures
need to be covered by the measurement device.
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In general, absorption of light is accompanied by the excitation of the absorbing molecule. From
the initial energy state a transition to a higher energy level takes place. Three different types of
transitions are distinguished, which are electronic, vibrational and rotational transitions. During an
electronic transition, the quantum numbers describing the electronic energy state of the molecule
change, i.e., the molecular orbitals of the electrons and the overall wave function will change.
The energy of electronic transitions corresponds to radiation in the UV, the visible or the near
IR wavelength region depending on the participating levels and the electronic structure of the
respective molecule. Vibrational or rotational transitions describe the change of vibrational or
rotational states, vibrational transitions have energies corresponding to IR radiation, rotational
transitions correspond to wavelengths in the microwave range.
If the photon energy absorbed by a molecule exceeds a certain limit, the dissociation energy, the
molecule may break apart into two fractions, i.e., the molecule is photolysed.

Energy structure of a diatomic molecule

The energy states of a molecule are calculated from the Schrödinger equation (Demtröder, 2000) with
several modifications in comparison to atomic energy states. The differential Schrödinger equation
determines the behaviour and especially the energy states of particle wavefunctions, which describe
the particle’s properties such as the spatial probability distribution. Solutions of the Schrödinger
equation are Eigenfunctions of the Hamilton-Operator, describing the total energy of the system,
with Eigenvalues giving the possible energy states.
For a diatomic molecule, a set of quantum numbers Q specifies the energy Eigenvalues EQ(r), which
are not constant as for atoms but additionally depend on the internuclear distance r between the two
involved atoms. EQ(r) is a molecular potential curve in the Born-Oppenheimer approximation, after
which the motions of the comparably heavy nuclei can be separated from that of the electrons, and
the wave functions of the electrons are calculated for a given internuclear distance r. Vibrations and
rotations of a molecule involve the movement of the nuclei. These motions need to be considered in
the Schrödinger equation and lead to new quantum numbers in comparison to atomic states. Which
quantum numbers are used for the description of the molecular state, depends on the structure of
the molecule, i.e., on the strength of the individual momenta. Important quantities in this respect
are the electronic orbital momentum (as a sum over all electrons) L, the electronic spin S, the
nuclear rotational momentum R as well as the total angular momentum J. In addition to the
principal quantum number n, the magnitudes as well as the projections of the momenta onto the
internuclear axis yield relevant quantum numbers. These are, e.g., the projection Λ of L and the
total angular momentum J from |J|2 = ~2J(J + 1), with ~ = h

2π the reduced Planck constant. In
addition, υ is used to define the vibrational state.
The molecular potential can describe bound states as well as instable molecular states, depending
on whether or not the curve exhibits an energy minimum. As soon as the nuclei begin to move
considerably, their energy contributes to the overall molecular energy.
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Vibrational energy

The wave functions of vibrational states mainly depend on the shape of the molecular potential. If
this was a parabola, the vibrations would be that of a harmonic oscillator. However, the shape is
not harmonic but distorted with a stronger energy increase for converging nuclei than with growing
distance. For r → 0, the energy needs to grow to infinity, while for r → ∞, the energy converges
against the value D, which is the sum of the dissociation energy and the zero-point energy. The
dependence of the potential energy curve V (r) on the internuclear distance r of a diatomic molecule
can mathematically be approximated by the Morse Potential, an empirical formula, where r0 is the
equilibrium bond distance, and a a form factor:

V (r) = D · (1− e−a(r−r0))2. (1.1)

Figure 1.3 shows a schematic of the electronic transitions between different vibrational levels in a
diatomic molecule. The potential energy curves were calculated with the Morse Potential formula.
The positions of the vibrational levels and the distance between the two Morse potential curves are
not exactly to scale, the vibrational levels would lie closer to each other. As the potential is not
harmonic, the distance between subsequent vibrational energy levels is not constant but decreases
with increasing υ. The solutions of the Schrödinger equation for the Morse potential yield the
energies of the vibrational states Evib with angular frequency ω:

Evib = ~ω
(
υ +

1
2

)
− ~2ω2

4D

(
υ +

1
2

)2

(1.2)

Rotational energy

If the internuclear axis and distance r is kept fixed, rotations around this axis can be considered
and the energies Erot are calculated in analogy to classical rotations from the moment of inertia I
and the total angular momentum J:

Erot =
J2

2I
.

Inserting the absolute values for J2 = J(J + 1)~2, and the constant value B = ~/(4πcMr2
0), with

the nuclear reduced mass M , the speed of light c and equilibrium distance r0, the equation reads:

Erot = hcB · J(J + 1) (1.3)

The wavenumbers of rotational emission or absorption lines would increase linearly with J from this
equation, and the distances between adjacent lines would be constant. In reality, the internuclear
distance slightly increases during rotation, thereby reducing the rotational energy. Therefore, the
energies are slightly lower than given by the simple approximation. Energies of rotational excita-
tions are not observed directly in the present study, as spectroscopy in the visible spectral region
is performed. Indirectly, rotational energy levels play an important role for the analyses here, as
rotational Raman scattering at N2 and O2 causes filling-in of Fraunhofer lines in all DOAS mea-
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Figure 1.3: Schematic energy band diagram of a diatomic molecule showing two electronic states
with several vibrational levels each (distances not exactly to scale). The shape of the energy curves
is determined by the Morse-Potential formula, Eq. 1.1. The arrows indicate absorption transitions
of the type used for the detection of IO from the lowest vibrational state (υ”=0) of the electronic
ground level to the different vibrational levels (υ’=0,1,2,3...) of the first electronically excited state.
The equilibrium bonding distances are denoted with r′′0 and r′0 for the ground and excited states,
respectively.

surements of scattered sunlight. The effect of Raman scattering on the measured spectra will be
discussed in Sec. 1.6.3.

The absorption spectrum of IO

The specific absorption bands utilised in the measurement and retrieval process belong to the
electronic transition from the IO ground state X2

3/2 to different vibrational levels of the first elec-
tronically excited state A2

3/2. The respective absorption cross section for this transition is shown
in Fig. 1.4. The shape of the vibronic (vibration-electronic) absorption lines is influenced by the
various underlying rotational lines, which are not resolved in this measurement. The invisible sub-
structure causes the lines to broaden. Transition probabilities and also the occupation numbers
governed by the Boltzmann distribution determine the magnitude of the bands.
The spectrum was recorded with a FWHM (full width at half maximum) value of 0.07 nm (Spietz
et al., 2005; Gómez Martín et al., 2005). The IO absorption cross section reveals an extraordinarily
strong differential structure in the wavelength range around 400-460 nm. The presence of several
sufficiently narrow peaks in the cross section of IO is crucial for the applicability of the utilised
spectroscopy method. For the retrieval of a trace gas amount, broad-band absorption structures are
not considered, but only comparably narrow (”differential”) features are analysed. The measurement
technique will be described in detail below in Sec. 1.8. It is important to note the order of magnitude
of the cross section which is 10−17 cm2/molecule, and therefore exceptionally large. In comparison,
the differential parts of the cross sections of NO2 or O3 obtain an order of magnitude of maximum

30



1.6 Atmospheric effects on radiation

10−19 cm2/molecule. If the IO absorption was only that strong (weak), and given the typically
observed amounts, it could not be observed from space by the currently available instrumentation.

0 0

1 0

2 0

3 04    0

5    0

6    0

Figure 1.4: Measured spectrum of the absorption cross section σ of IO (Spietz et al., 2005;
Gómez Martín et al., 2007) with a resolution of 0.07 nm. Several transition bands from the ground
state to the first electronically excited state (A2

3/2 ← X2
3/2) and different vibrational states (υ′ ← υ′′)

can be identified, causing a strong differential structure.

1.6.2 Elastic scattering

Radiation in the atmosphere is scattered at molecules and particles. Scattering processes are divided
into two fundamentally different types, i.e., elastic scattering events in which the photon energy
remains unchanged, and inelastic processes where the photon gains or loses energy during the
interaction.
Depending on the size d (∼diameter) of the scattering object in relation to the wavelength λ of
the incoming electromagnetic radiation, the elastic scattering is referred to as Rayleigh scattering
(λ � d) or Mie scattering (λ ≥ d). In the Rayleigh approximation, the shape and material of the
object does not play a role and is neglected in the calculations. The size relation influences the
phase function of the scattering process. The phase function determines the dependency of the
scattering probability of the scattering angle (θ), which is measured with respect to the direction of
incoming radiation. For Rayleigh scattering in case of an assumed point-like scatterer, the relation
is relatively simple:

PRay(θ) =
3
4
·
(
1 + cos2(θ)

)
,

while for larger and more complicated structures of the scattering objects, the phase functions
become stronger structured. Already for Mie scattering, which considers spherical particles, the
phase function is no longer symmetric, but forward scattering (θ=0◦) is preferred.

The scattering cross section σscat of a scattering object (atom, molecule, particle) is defined as
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the ratio of the power of the scattered radiation per object and the incoming light intensity. The
unit therefore is [σscat] = m2.
The Rayleigh scattering cross section for a scattering atom or molecule for a wavelength λ = 2πc/ω
is given by:

σRay =
e4

6πε2
0c

4m2
· ω4

(ω2
0 − ω2)2 + ω2γ2

,

where e, ε0, c, and m are physical constants denoting the electric charge unit, the dielectric con-
stant, the speed of light and the electron mass, respectively. The parameters γ and ω0 describe
the attenuation coefficient and the resonance frequency, which depend on the individual atom or
molecule. For typical scattering molecules in the atmosphere (N2, O2 etc.), the resonance frequen-
cies lie in the far UV spectral range, so that for visible (and near UV) radiation the approximations
ω � ω0 is well fulfilled. Therefore, all terms in the denominator except for the constant term ω4

0

can be neglected and the wavelength dependency of σRay becomes:

σRay =
e4

6πε2
0c

4m2ω4
0

· ω4 ∝ λ−4.

This wavelength dependency becomes relevant in several considerations of atmospheric radiation
transport. The scattering cross section of larger and possibly structured particles exhibits a less
prominent wavelength dependency.

1.6.3 Raman scattering

In contrast to the elastic scattering processes described in the previous section, Raman scattering at
atoms and molecules causes a wavelength shift of the scattered photon and the process is inelastic.
More precisely, a photon is absorbed by an atom or molecule, which passes over to a virtual (or real)
level for a short time. The state of the molecule then relaxes back into a vibrationally or rotationally
excited level of the electronic ground level. During this relaxation, a new photon is emitted. The
energy difference between the incident and emitted photon, consequently, is the difference between
the ground level energy and the rotationally or vibrationally excited level (see also Fig. 1.5). The
spectrum of the outgoing photons consists of several peaks resulting from the different discrete
excitation levels. These spikes are called the Stokes lines. If the atom or molecule initially was in
a vibrationally or rotationally excited level, and the relaxation leads back to the ground level, the
emitted photon has a higher energy than the incident one. The resulting spectrum consists of the
so-called Antistokes lines. The line structure of the Raman scattering cross sections for scattering
at N2 and O2 molecules is demonstrated in Fig. 1.6. The positions and intensities are determined
by the energy levels (Eq. 1.3) and the individual transition probabilities.

This inelastic process has important effects on the spectrum of scattered sun light as compared
to direct sunlight. Basically, scattering of a photon of a certain wavelength occurs with a probability
proportional to the intensity present at the respective wavelength. Due to the presence of strong
and narrow absorption features like the Fraunhofer lines, rotational Raman scattering (RRS) at
air molecules strongly changes the spectrum of scattered sun light. In these wavelength regions,
the scattering at the spectral sides of Fraunhofer lines, where the intensity is relatively high, is
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Figure 1.5: The difference between elastic scattering (A), where the outgoing photon has the same
energy as the incident, and the inelastic Raman scattering, where the emitted photon has longer or
shorter wavelength than the absorbed photon (B). In the Stokes case, the atom or molecule is left
over in an excited vibrational or rotational state (1b). The initial level (1a) is energetically lower.
In the Raman process the excited level (2) can be a virtual level.
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Figure 1.6: Raman spec-
trum for N2 (green) and O2

(blue) for an incident wave-
length of 425 nm showing
the Stokes (λ > 425 nm)
and Antistokes (λ < 425 nm)
lines. The spectrum was
calculated using a programme
by Marco Vountas avail-
able at http://www.iup.
uni-bremen.de/∼vountas/
Ring/AIR.html, see also
Vountas et al. (1998).

more probable than for wavelengths within the Fraunhofer lines. Therefore, a certain number of
photons scatters from the sides of the Fraunhofer lines into the wavelength region within the lines,
and far less photons from within the lines scatter to longer or shorter wavelengths. As a result, the
Fraunhofer lines appear less deep and strong in the scattered sunlight as compared to direct sun
light. Calculations for this effect are presented in connection with the DOAS retrieval method in
Sec. 1.8.

The process of filling-in of the Fraunhofer lines has been discovered by Shefov (1959), Grainger
and Ring (1962). It was then termed the Ring effect and was explained only later as resulting
mainly from inelastic Raman scattering (Brinkmann, 1968). This filling-in of absorption lines can
be observed not only for the Fraunhofer structures but also for strong absorptions in the Earth’s
atmosphere, such as from ozone. After considerable absorption has taken place, e.g. within the
ozone layer, and the pronounced absorption bands appear, inelastic Raman scattering causes a
noticeable filling-in of these structures. The exact shape of the resulting spectrum depends on
many parameters, such as the main scattering molecules and their energy level structures.
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The rotational Raman scattering on air molecules leads to wavelength shifts on the order of
a few nanometers. Additionally, vibrational Raman scattering (VRS) at liquid water molecules,
e.g., in oceans takes place. In locations over water bodies, sun light enters the water, travels a
certain distance and may be scattered back towards the satellite instrument. On the way through
the ocean water, vibrational Raman scattering leads to infilling of absorption lines due to the same
principle as in the atmosphere and may influence atmospheric absorption measurements (Vountas
et al., 2003). The difference between RRS and VRS effects lies in the resulting spectral structure,
as the typical distance between vibrational energy levels leads to wavelength shifts on the order of
several tens of nanometers.

1.7 Radiative transfer in the atmosphere

1.7.1 Description of radiative transfer

Radiative transfer equations (RTE) calculate how light travels through the atmosphere, considering
in principle all processes of absorption, scattering, reflection, refraction and emission. All radiation
input and losses at a certain altitude and direction need to be calculated considering both, direct
and diffuse parts of the light. Losses are caused by absorption and scattering of the direct and
diffuse radiation, the source of radiation is the scattering into the respective altitude and angle as
well as the reflection at the Earth’s surface. Emission processes are negligible in the UV and visible
wavelength regions and therefore not relevant for this study. These processes result in the change
of the intensity of diffuse radiation I with altitude z:

µ
dI(λ)
dz

= −I(λ, z) · ε(λ, z) +Q(I, λ, z) +R(I, λ, z) (1.4)

µ
dI(λ)
dz

= −I(λ, z) ·

(∑
i

σi(λ, z) · ρ(λ, z) + σRayρRay(z) + σMieρMie(z)

)
+ Q(I, λ, z) +R(I, λ, z) (1.5)

where the sum runs over all chemical species i, and the other variables have the following meanings:

I(λ, z) - radiation intensity at a certain wavelength λ and altitude z
ε - extinction coefficient combining absorption and scattering effects
σi, σRay, σMie - cross sections of molecular absorption, Rayleigh and Mie scattering
ρi, ρRay, ρMie - densities of absorbing molecules, Rayleigh and Mie scatterers
µ - the cosine of the zenith angle θ
Q - integral source term describing radiation gain from elastic scattering
R - integral source function for radiation from Raman scattering

The source term Q contains three terms which describe the single scattering of the direct
radiation from above, the single scattering of the direct radiation which has been reflected at the
Earth’s surface, and a term for multiple scattering, i.e., scattering of the diffuse radiation Ik. For
the reflection at the ground in the second term, a Lambertian surface is assumed with a spectral

34



1.7 Radiative transfer in the atmosphere

reflectance α(λ) (albedo). The solar zenith angle θ0 is taken into account by µ0 = 1/ cos(θ0). For
simplicity, the wavelength dependence is denoted by a subscript for the wavenumber k.

Qk(z, µ, φ) =
bk(z)
4π

Fk exp (−τk(z)
µ0

)P (γ0, z, γ)

+
bk(z)
4π

αkµ0Fk exp (−τk(0)
µ0

)
∫

Ω
dγ′P (γ′, z, γ) exp (−τk(0)− τk(z)

µ′
)

+
bk(z)
4π

∫
Ω
dγ′P (γ′, z, γ)Ik(z, γ′)

The two direct terms contain the solar flux Fk at the top of the atmosphere (z0) and the optical
depth τk(z) of the atmosphere between z0 and z:

∫ z
z0
εk(z′)dz′. The integrals run over the solid

angle Ω and integrate over the contributions of direct and diffuse radiation scattered according to
the phase function P from zenith and azimuth angles (µ′, φ′) = γ′ into angles (µ, φ) = γ. All source
terms are proportional to the altitude dependent scattering coefficient bk(z).

The Raman scattering term R contains the contributions (energy redistributions) from Raman
scattered photons. The terms making up R are equivalent to the terms inQ with some modifications:

1. The elastic scattering coefficients bk need to be replaced by rotational Raman scattering
coefficients bRRSj,i for a scattering process involving a wavelength shift λi ← λj .

2. For the calculation of Ik at λi, the direct and diffuse radiation at all neighboring wavelengths
λj need to be considered, and an integration (practically a summation) over the respective spectral
region is performed.

3. The phase function P is replaced by the phase function of Raman scattering PRRS .

Due to the dependence of Q (and R) on the diffuse radiation I(z, γ) in the last part of multiple
scattering, the RTE becomes a differential-integral-equation, for which numerical solution methods
are necessary. The radiative transfer programming code applied within the scope of this work is
the Sciatran model (Rozanov et al., 1997, 2005b), which has been developed at the University of
Bremen.

1.7.2 The SCIATRAN radiative transfer code

Sciatran is a radiative transfer code, in which numerical integration of the RTE (Eq. 1.4) is
implemented. The calculation can be done in different degrees of complexity, for example considering
the amount of involved scattering events. In the applied model runs in this study, multiple scattering
is taken into account. Concerning the curvature of the Earth’s atmosphere, different approximations
are possible. In the full spherical mode, refraction in the atmosphere is taken into account, while
this is neglected in the simple plane-parallel approximation. The pseudo-spherical mode considers
refraction only for the direct radiation, but not for the diffuse parts, and also takes into account
the altitude dependence of the radiation zenith angle.

Different versions of Sciatran are available with individual advantages. Some versions contain
improvements above former ones. However, in the latest versions, inelastic Raman scattering is
not yet implemented as an additional effect on the transported radiation (neglect of the terms
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contained in R). Intensity spectra including the effect of Raman scattering need to be calculated
with Sciatran Version 1.2.

The solution of the RTE uses the following approach. In a first step, a variable separation is
performed for the azimuthal dependence of the intensities and phase functions. For this, the scat-
tering phase functions need to be developed into a sum of Legendre polynomials and the intensities
are rewritten as Fourier series. Furthermore, the approach of finite differences is applied which
transforms the integrals into sums. Gradients of quantities dX

dz will be turned into finite differences
∆X
∆z between two altitude levels. In addition to the altitude, also the angles are discretised. Within
a given discrete step of these variables the depending functions are taken to be constant. The chosen
altitude grid will influence the accuracy but also the time consumption of the computations.

Before a model run can be started, the atmospheric state and the geometry of interest needs
to be defined. This includes, e.g., the viewing geometry (from a satellite or ground-based point of
view), the viewing angles and the underlying surface albedo. Aerosol properties (models, amounts,
profiles) can be defined and altitude profiles of trace gases as well as temperature and pressure
profiles are needed. Absorption cross sections of considered trace gases and a high resolution solar
input spectrum need to be provided. For the latter, the Fraunhofer atlas by Kurucz et al. (1984) is
used.

Within the present study, the Sciatran code has been used for several calculations:

• The computation of the Ring effect (cp. Sec. 1.6.3) was performed using Sciatran Version
1.2. A reference spectrum describing this effect is needed for the DOAS retrieval routine and
will be explained in detail in Sec. 1.8.2. To determine the spectral structure of the Ring effect,
the intensity at the position of the satellite is calculated twice by Sciatran, once including
Raman scattering and once without.

• Calculations of total as well as altitude dependent light path enhancements (air mass factors)
through certain trace gas layers in the atmosphere are performed using Sciatran Version
2.0. The concept of the air mass factor is described within the next section. Results of the
calculations are presented in section 2.3 and 2.4 and used for relevant discussion purposes.

1.8 Differential Optical Absorption Spectroscopy

For the retrieval of trace gas amounts, the technique of Differential Optical Absorption Spectroscopy
(DOAS) is a useful and well established remote sensing method which has been developed and
improved over the last decades (Noxon, 1975; Platt and Perner, 1980; Solomon et al., 1987; Platt
and Stutz, 2008). It was first used for measurements conducted with ground-based instruments, but
can also be applied when observing the atmosphere from space (Burrows et al., 1999b). The DOAS
method makes use of the individual absorption characteristics of molecules on the mathematical
basis of Lambert-Beer’s absorption law:

I = I0 · exp (−σρ · L). (1.6)
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I0 and I are the light intensities of a direct light beam before and after passing through a region
of length L containing molecules with absorption cross section σ and concentration ρ.
The fundamental difference between typical radiative transfer calculations and the point of view
in the DOAS method is the way how the light is traced through the atmosphere. While the RTE
considers an altitude grid parallel to the Earth’s surface and integrates over all losses and gains at
each grid point, the DOAS equation will in the basic step integrate the radiation affecting processes
along the individual light path, which might be in first place largely unknown. Therefore, the typical
vertical integration over the altitude z is replaced by an integration along the slant light path S

with increments ds. Approximations of the average light path can be done in a second step. This
way, the spectroscopic influences on radiation and the radiative transfer itself are separated. DOAS
type measurements can be conducted either using an artificial light source (active DOAS, e.g. with
xenon arc lamp) or the sun as natural light source (passive DOAS). In the latter case, either the
sun is observed directly or the atmosphere is viewed in a different direction, monitoring scattered
sun light. In the present study, scattered sun light is used as light source. In contrast to the active
DOAS and the direct sun methods, the light path here is complex due to scattering events. The
properties of the radiation arriving at the instrument is a weighted average over all possible light
paths through the atmosphere. The starting point now for the development of the DOAS equation
reads:

dI(λ, s)
ds

= −I(λ, s) · ε(λ, s) (1.7)

1.8.1 The DOAS equation

For real measurements in the Earth’s atmosphere, it is mostly not possible to measure I and I0 as
described above, where the two quantities only differ in the absorption structures from one special
trace gas. Usually, two measurements are compared where both carry multiple spectral signatures
from atmospheric processes. Ideally, the I0 spectrum, also called the background spectrum or
generally the reference spectrum, is at least not affected by the trace gas of interest.
In the DOAS method, molecules are identified by the differential part σ′ of the absorption cross
section instead of by the absolute magnitude which makes the separation of spectral absorption and
scattering influences possible. All broad-band spectral structures are neglected for the identification
process and only the spectral features of higher frequency are considered. The spectral resolution
needs to be high enough to resolve these structures. While some other absorption methods use,
e.g., only three distinct wavelength positions for analysis (Brewer et al., 1973), the present DOAS
method works with a wavelength window at moderate spectral resolution typically on the order of
0.1-1 nm. All broad band influences on the light spectrum are modelled by a polynomial of suitable
degree, a procedure which can be regarded as high pass filtering of the spectrum.
For the task of measuring atmospheric absorbers under atmospheric conditions by using scattered
sunlight, the initial simple form of Lambert Beer’s absorption law is modified in several aspects:

• In most cases, there will be more than one substance present along the light path with ab-
sorption features in the same wavelength region. The extinction term has to be extended to
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a sum over all relevant absorbers i with individual absorption cross sections σi and densities
ρi.

• For scattering at objects of different sizes (i.e., molecules or particles), the two scattering
modes Rayleigh and Mie scattering have to be considered (cp. Sec. 1.6.2). Their wavelength
dependency is essentially smooth, so that when concentrating the analysis on a small wave-
length window of typically around 20-50 nm width, the spectral influence of scattering can be
well described by a polynomial.

• Also the broad band part σb of the absorption cross sections σ = σb + σ′ will be described by
a polynomial. All occurring spectrally broad band functions independent of their origin will
be summarised and approximated by one polynomial of order p.

• Molecular absorption cross sections normally are pressure and temperature dependent. With
changing altitude above the Earth’s surface, therefore, the cross sections of atmospheric species
might change. Then more than one cross section needs to be considered per trace gas. In
some cases though, especially in the visible spectral region, this can often be neglected.

• Most of the parameters and values in the equation are wavelength dependent. This is some-
times not written explicitly but needs to be kept in mind.

These modifications will now be implemented in the DOAS equation and the integration along the
light path S from location L0 to L1 is performed:

dI(λ)
ds = −I(λ) ·

(∑
i

σi(λ, s) · ρi(λ, s) + σRayρRay(s) + σMieρMie(s)

)

⇒ ln I|L1
L0

= −
∫
S
ds

(∑
i

(σ′i(λ, s) + σbi (λ, s)) · ρi(λ, s) + σRayρRay(s) + σMieρMie(s)

)

⇒ ln
(
I0
I1

)
=
∫
S
ds

(∑
i

σ′i(λ, s) · ρi(λ, s)

)
+

p∑
k=0

akλ
k. (1.8)

In case the absorption cross sections are largely independent of position s they can be detached
from the integral. The remaining term is substituted by SC :=

∫
S ρi(λ, s)ds, where SC is called

the slant column and is given in molecules per cm2.

ln
(
I0

I1

)
=
∑
i

σ′i(λ, s) · SCi +
p∑

k=0

akλ
k.

As the above equations only consider the ideal case, differences between measurement and theory
still need to be taken into account. In any case, the measurements are affected by noise, which
can not be calculated. The above considered measured optical depth OD = ln

(
I0
I1

)
needs to be

replaced by the fitted, theoretical optical depth ODfit which differs from the measurement by the
left-over signals r(λ):
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ln
(
I0
I1

)
(λ) → ODfit(λ)

ln
(
I0
I1

)
(λ) = ODfit(λ) + r(λ)

⇒ ln
(
I0
I1

)
(λ) =

∑
i

σ′i(λ, s) · SCi +
p∑

k=0

akλ
k + r(λ). (1.9)

The slant column amounts SCi and the p + 1 polynomial coefficients ak are the main retrieval
parameters being adjusted in the DOAS fit routine to yield the best fit result ODfit, as close as
possible to the measured OD. The best parameters are determined in the fit routine by the request:

Minimise(δ), with δ :=
∑
j

r2
j

The sum runs over all wavelength positions j of the instrument detector included in the spectral
fitting window. The above equation represents the quality criterion of a least squares fit. The
difference spectrum r(λ) = (OD − ODfit)(λ) is called the residual spectrum and is of central
importance in the improvement processes of a retrieval. The success of a retrieval is in part judged by
the magnitude of δ and the appearance of the residual spectrum. Small values of δ and unstructured
residual spectra without remnants of absorption features or other spectral structures are requested
for a successful retrieval. In later discussions of the fit quality the root-mean-square (rms) of the
residual is used as quality criterion, which describes the deviation of measurement and theory per
pixel, where N is the total number of pixels in the wavelength window:

rms =
√

1
N

∑
j

r2
j .

1.8.2 The Ring effect reference spectrum

Due to strong Fraunhofer features in the UV and visible wavelength regions, the Ring effect has to
be taken into account if scattered sun light is analysed for atmospheric trace gases (cp. Sec. 1.6.3)
and turns out to be crucial for the retrieval of iodine monoxide.

As rotational Raman scattering in the atmosphere leads to the filling-in of absorption lines, the
effect on the resulting spectrum is similar to an emission process. An additional reference spectrum
σRRS describing the spectral features of the Ring effect may be implemented in the DOAS retrieval
and used in the same way as the absorption cross sections σ′i in Eq. 1.9. The Ring-effect is therefore
also referred to as a pseudo-absorber.

The Ring reference spectrum can be calculated using a radiative transfer model. In the present
study, the Sciatran code (Rozanov et al., 2005b) was applied and the required intensity spectra
were computed for different cases. Details on Sciatran are provided in Sec. 1.7. In this radiative
transfer model, the light intensity at a given wavelength (λ) traveling through the atmosphere is
calculated in two ways - with the presence of the Raman scattering effect (I+) as well as without
(I−) (Vountas et al., 1998). I+ is the intensity one actually records when observing scattered sun
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light. All other atmospheric effects such as the absorption by various trace gases are already present
in the spectrum given by (I−). The physical quantity under investigation in the DOAS method is
the optical depth. In general, with the irradiance I0, the total optical depth τ+ in presence of the
Ring effect is given by:

τ+ = ln
I+

I0

= ln
I+

I−
+ ln

I−

I0

= σRRS + τ−.

The optical depth without the influence of the Ring effect is τ−, and in this way the Ring effect is
described by the additive quantity σRRS :

σRRS = ln
I+

I−
. (1.10)

In Fig. 1.7, the procedure of generating the effective Ring spectrum is demonstrated. The top
panel shows two simulated intensity spectra, which where calculated with the Sciatran radiative
transfer code, the black curve representing the intensity spectrum neglecting the infilling by Raman
scattering and the red curve taking this effect into account. For the radiative transfer calculations
an albedo of 0.9, a surface elevation of 0 km (sea level) and 70◦ SZA were chosen. For test purposes,
also different settings were examined (cp. Sec. 2.8). The smaller inset magnifies the spectral region
from 415 to 440 nm as the difference between the two spectra is rather small so that it is hardly
visible in the large graph. In the zoom-in, the infilling of the absorption line around 430 nm (the
Fraunhofer G-band) can be just recognised as the feature is slightly less pronounced in the red curve
than in the black one (marked by grey circle). The Fraunhofer G-band consists of many absorption
lines, mainly originating from Iron (Fe) and Calcium (Ca) ions.
The lower panel shows the resulting Ring effect calculated from the top curves following Eq. 1.10.
It becomes clear from these figures, that the effect is small in comparison to the total intensities,
but in terms of optical depth, the magnitude of the Ring effect is considerable. As will be shown
later, the Ring effect constitutes one of the most influential impacts in the spectral region of the IO
retrieval. The encircled feature around 431 nm will be important for later discussion (cp. Sec. 2.8).

1.8.3 The Air Mass Factor

If the vertical column of an atmospheric species or even its concentration is needed rather than the
slant column, some additional calculations and a priori information are necessary. While the slant
column is the integrated trace gas amount along the actual, specific light path, the vertical column
(V C) represents the vertically integrated trace gas amount from Earth’s surface to the top of the
atmosphere. The relation between these two quantities is called the Air Mass Factor (AMF) and
describes the light path enhancement as compared to the direct light path due to slant irradiation
and observation angles and because of scattering processes. It is necessarily wavelength dependent:
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Figure 1.7: The intensity spectra in the top panel were calculated using the Sciatran code and
they represent the electromagnetic spectra between 400 and 500 nm as they would be measured at
the position of Sciamachy. While the black curve disregards Raman scattering, this is considered
in the red curve. In inset zooms in on the region from 415 to 440 nm. The Ring effect spectrum
determined from these simulations is shown in the bottom graph. The grey circle points out the
Fraunhofer G-band.

AMF(λ) =
SC(λ)
V C

If the AMF can be computed, then the SC can directly be transferred into a V C. Due to scat-
tering incidences though, the average actual light path is usually not explicitly known, so that
the calculation of the AMF becomes elaborate and needs to be performed using radiative transfer
models.

Rayleigh and aerosol scattering as well as surface reflectivity lead to the wavelength dependency
of the AMF. This dependency can be neglected only as an approximation in small wavelength
windows and only for sufficiently small amounts of a trace gas. If the absorption by a trace gas
amount becomes too strong, then the AMF will vary between wavelengths with strong and weak
absorption of the species. In that case, the computation needs to be altered to include an iterative
algorithm. For the case of iodine monoxide, this extension is not needed.

The AMF is influenced by the trace gas profile, as the typical light path enhancement changes
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with altitude. In the computation of the AMF, therefore, an a priori assumption on the profile shape
is needed. If the profile of the species is not known, considerable uncertainties are introduced in the
process of conversion from SC to V C. Only very sparse information on the profile is available for
iodine monoxide, so that a calculation of the V C bares the risk of systematic errors. Nevertheless,
the calculation of a probable AMF makes sense in order to estimate the magnitude of the V C and
also of the surface concentration. One should keep in mind, however, that the unknown profile
shape has a substantial influence and that results in terms of V C or concentrations that are derived
from scattered light DOAS measurements are subject to certain assumptions.

In addition to the total AMF, the light path enhancement in a certain altitude range is of
interest. This is described by the block AMF (BAMF) and can be related to any altitude and layer
thickness. The BAMF is the discrete change in slant column density δSCi of trace gas i, which
one would detect with the applied instrument, if the vertical column changes by δV Ci,j at a certain
altitude interval number j of the discrete altitude grid:

BAMFi,j =
δSCi
δV Ci,j

.

BAMFs are calculated in this study with a typical layer thickness of 200 m in the boundary layer
and increasing layer thickness above. In the applied radiative transfer code, the BAMF is calculated
via the weighting function. Weighting functions describe the sensitivity of the measurement method
with respect to any atmospheric parameter, e.g. the absorption of trace gases, in dependence of the
altitude. They may be defined in different ways, and in the present case the weighting functions
describing the intensity change (δI) seen by the instrument with respect to a change in mixing ratio
(δVMR) in the altitude interval hj are used, i.e.:

W I,VMR
i,j =

δI

δVMRihj
.

As a linear change of the intensity with varying trace gas amount is assumed, this approach is only
valid for an optically thin atmosphere. The intensity change is calculated by δI = −I0σiδSCi.
Using the above equations, the density of air ρair,j at altitude j, and the conversion of the VMR to
vertical column δV Ci,j = δVMR ·h ·ρair,j , the BAMFs can be directly calculated from the intensity
weighting functions:

BAMFi,j =
W I,VMR
i,j

I0 · σi · ρair,j

A measurement is especially sensitive to an atmospheric layer were the BAMF is large, as the
average light path through this layer is comparably long and the absorption signature picked up
by the radiation during its way through this specific layer is enhanced. This reduces the detection
limit. Averaging the block AMF over the altitude and weighting the single layers by the respective
relative trace gas amounts yields the total AMF.
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1.8.4 The DOAS fitting routine

After atmospheric light spectra are recorded, the next step in obtaining the trace gas amounts from
these measurements is the DOAS retrieval routine itself. For this purpose, the fitting programme
Nlin is available, which has been developed at the Institute for Environmental Physics, University
Bremen (Richter, 1997).

The programme incorporates the DOAS retrieval method as described above and can be used
for the analysis of satellite as well as ground-based measurements. The fitting routine needs specific
parameters and data files as input information and yields output files with the retrieval results,
especially the trace gas slant columns of all chemical species included in the fit. In addition the
spectral fit results can be saved. The structure of the programme, the incorporated algorithms,
routines and some important computational aspects as well as the necessary input files will be
explained in the following.

The retrieval routine starts with reading in all relevant input data. This includes, e.g., the
measurement spectra I and reference spectrum I0 as well as the laboratory cross sections σ for all
included trace gas absorptions. In addition, a parameter file provides detailed information on the
required fit parameters, such as fitting window, included trace gas spectra, polynomial degree, file
paths and other retrieval settings.

After the input data is read in, first the spectral calibration of the selected background spectrum
I0 is performed. This step uses the Fraunhofer atlas (Kurucz et al., 1984), a high resolution spectrum
of the solar flux, and is governed by the strong Fraunhofer lines. The spectral axis of I0 is adjusted
using two parameters. One parameter generates a spectral shift and the second factor may stretch
or compress the wavelength axis. The Fraunhofer reference spectrum needs to be convolved with
the instrument’s slit function. The shift and squeeze parameters, a polynomial for the broad-band
effects and a rough correction for the filling-in of the Fraunhofer lines (the Ring effect) in the
background spectrum are retrieved by using the non-linear Levenberg-Marquard method.

The individual measurement spectra are adjusted within the main DOAS retrieval as described
below. For their adjustment also two shift and squeeze parameters are applied. Both parameters
are not allowed to exceed a selectable limit. The wavelength grid of the laboratory cross sections,
however, is kept fixed. Shifting and squeezing is also possible for these spectra and was applied in
some test cases, but was not used for the final results in the present study.

The treatment of the absorption cross sections is slightly different for satellite and ground-
based data here. For the satellite retrievals, laboratory spectra measured with the instrument
itself or spectra which are convolved with the appropriate slit function prior to read-in are used.
For the ground-based measurements, all laboratory cross sections have been measured by different
instruments and need to be convolved with the instrument slit functions. For this case, a daily
measured slit function is read-in, and the cross sections are convolved as part of the retrieval
routine.

In the main DOAS retrieval process solving Equation 1.9, first the logarithm of the measurement
data is formed, calculating the optical depth. The quantity δ is then minimised in a two-part fit.
Iteratively, a non-linear and a linear fit are repeated until the alignment of experiment and theory
judged by the magnitude of δ is optimised. A non-linear fit is performed for the spectral alignment of
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the individual measurement spectrum with respect to the background spectrum. For a given choice
of shift and squeeze parameters for the current measurement spectrum, a linear fit for the slant
columns and the polynomial coefficients is performed, following Eq. 1.9. These retrieval parameters
are determined simultaneously. Both steps, the non-linear and the linear part, are repeated until
the alignment does not further improve.

In addition to the trace gas absorption spectra some other spectral effects are taken into account:

1. The Ring effect discussed above in Sec. 1.6.3 and Sec. 1.8.2 is considered by using a pseudo-
absorption cross section σRRS (Eq. 1.10) which is treated in exactly the same way as the absorption
cross sections. The fitting parameter in the DOAS retrieval is then called a fit factor instead of a
slant column.

2. Stray light may enter the instrument and affect the retrieval, as the DOAS equation in
its ideal form does not consider any stray light. A constant amount C of stray light changes the
optical depth to read ln( I+CI0 ). This can be rewritten as ln( II0 ) + ln(1 + C

I ) and approximated by
ln( II0 ) + C

I . The second term may be treated as an additional cross section. The constant C is
chosen as the maximum intensity in the fitting window times a certain factor, in the present case
0.03. The resulting reference spectrum reads: σstray,offset = 0.03· Imax

I .
A second stray light term takes into account a linear wavelength dependency of C, i.e. a linear
change of the stray light amount over the detector. The optical depth becomes ln( I+C+D(λ)

I0
), with

D(λ) = 0.03 · Imax · λ2−λ
λ2

for a fitting window [λ1, λ2]. Again a factor of 0.03 is applied, which has in
both cases no large influence. This yields a second reference spectrum: σstray,slope = 0.03· Imax

I · λ2−λ
λ2

.
Both stray light effect spectra are then scaled by a fit factor retrieved in the DOAS fit. Due to the
dependence of ∼ 1

I , the spectral shape is similar to the Ring effect spectrum.

3. Furthermore, an undersampling correction (Chance, 1998) is included. A narrow slit function
with a small number of pixels per FWHM may introduce errors into the fit in form of very highly
structured spectral patterns. This may occur if a shift for the spectral alignment is necessary in the
fit. A fixed reference spectrum is used for this correction.

1.9 Description of instruments

Several different instruments and measurement data have been used within the scope of this study.
In this section, overviews and details for the employed instruments are presented. The main part
of the work is concerned with observations from the Sciamachy satellite sensor, which will be
described first.
In field campaigns, especially for validation purposes (Sec. 4) and for a specific study for the im-
provement of satellite retrievals (Sec. 6), measurements from one certain type of ground-based (and
ship-based) instrumentation were used.
In addition, further satellite products were applied for specific discussion purposes and are described
at the end of this section.
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1.9.1 The satellite instrument SCIAMACHY

The satellite instrument Sciamachy (SCanning Imaging Absorption spectroMeter for Atmospheric
CHartographY) is mounted on the Environmental Satellite (ENVISAT) of the European Space
Agency (ESA). ENVISAT was launched in March 2002 into a sun-synchronous, near-polar orbit with
a local equator crossing time of 10 am in descending node. The objective of the Sciamachy mis-
sion is to provide global measurements of relevant atmospheric compounds in order to enhance the
knowledge and understanding of atmospheric processes and also of global climate change. The anal-
ysis of data measured by Sciamachy yields information about Earth’s atmosphere, including the
troposphere, stratosphere and also the mesosphere. The amounts of various atmospheric parame-
ters and compounds, trace gases and aerosols can be determined by inversion of the electromagnetic
radiation spectra recorded by Sciamachy. With this, the chemical composition and the pollution
of the atmosphere, the ozone chemistry and ozone depletion in the stratosphere, as well as the solar
variability and many other aspects are studied. The instrumental properties and mission objectives
have been described in detail in Burrows et al. (1995) and Bovensmann et al. (1999). An overview
over the instrument and some mission successes are summarised in Gottwald et al. (2006).

Sciamachy is a combined prism and grating spectrometer and records electromagnetic radia-
tion from scattered sunlight in a wide spectral range (UV-vis-NIR-SWIR) and in different viewing
geometries. In nadir viewing geometry, the instrument views downwards - sunlight backscattered
and reflected from the Earth’s atmosphere and surface is recorded. Measurements from this view-
ing geometry will be analysed in the following chapters for the spectral absorption signatures of
iodine monoxide. Additionally, measurements in limb viewing geometry are performed, where the
instrument’s viewing angle points in flight direction tangential to the Earth’s surface in different
altitude steps in order to resolve profiles of trace species. In the solar and lunar occultation modes,
the direct sunlight or sunlight reflected at the moon’s surface are recorded. Combining more than
one of these geometries allows additional analyses. Limb and nadir measurements can be utilised
together to determine the tropospheric columns of relevant trace gases. Due to the alternating limb
and nadir viewing settings and a swath width of 960 km, global coverage at the equator is achieved
within six days. For an impression of a typical sequence of nadir data, Figure 1.8 displays the
locations of nadir viewing measurements for one sample day, Sep 1st 2005. All locations marked in
green are within the field of view of the nadir data on this day. One of the green marked areas is
also referred to as a ”state” of measurements.

The optical properties are determined by the design and characteristics of the Optical Unit of
Sciamachy. An overview of the optical setup is provided in Fig. 1.9. In Earth observing nadir
configuration the radiation is guided into the instrument by the Elevation Scan Mirror (ESM). For
these measurements, the optional Aperture Stop is kept large and the Neutral Density Filter is
moved out of the optical path for optimised intensity throughput. Following the ESM, the light is
focused by the telescope mirror on to entrance slit of the spectrometer. Determined by the optics
and the slit dimensions, the Instantaneous Field of View (IFoV) has a size of 1.8◦ × 0.045◦, i.e.,
approximately an instantaneous ground scene size 25 km×0.6 km (along-track × across-track). This
pixel size is enlarged during measurement operation by scanning movement of the ESM to ground
pixels of typically 30 km×60 km. The scan covers a total swath width of 960 km which means
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Figure 1.8: Shown in green are the
locations covered by nadir measure-
ments on one day, the 1st of Septem-
ber, 2005, demonstrating the typi-
cal daily coverage and data amount
Sciamachy provides. The Solar
Zenith Angle is restricted to <84◦

here.

viewing within angles of ±32◦ across track.

After the radiation has entered the instrument, the spectral dispersion within the spectrometer is
achieved in two consecutive steps. Prisms are used for pre-dispersion of the spectrum, which is then
split into eight spectral channels and guided to eight individual detector units. Reflection gratings
then provide the appropriate final dispersion. Measurements in the eight spectral channels are
therefore performed simultaneously. Six contiguous channels are present between 214 and 1773 nm
and two additional short wave IR channels (1934 - 2044 nm and 2259 - 2386 nm). Silicon photodiode
arrays (1024 pixels) are used in channel 1 to 5 for detection of the photon signal, while the short-
wave IR channels require the use of Indium Gallium Arsenide (InGaAs) as detector material.
The individual channels are again subdivided into clusters which may have varying exposure times.
The division of the eight channels, their spectral range and the typical trace gases which can be
retrieved from the respective measurements are given in Tab. 1.3. Depending on the respective
wavelength region, the spectral resolution lies between 0.2 nm and 1.5 nm. For the retrieval of
iodine monoxide in this present study, measurements from channel 3, specifically from clusters 14
and 15 (404 - 527 nm), in nadir viewing geometry have been investigated. In this channel the
spectral resolution is 0.44 nm.

In addition to the main channels, Sciamachy comprises the Polarisation Measurement Devices
(PMDs). The original purpose of the PMDs is to provide corrections for polarisation effects in the
Sciamachy science channels 2-6 and 8. While the main Sciamachy measurements record radiation
from both polarisation directions, the PMDs are mainly sensitive to light which is polarised parallel
to the entrance slit of Sciamachy. The PMDs record the intensity of radiation in seven different
bands, involving six distinct wavelength intervals given in Tab. 1.4. Recordings from the PMDs
become important for Sec. 2.7, as they can provide information on cloud cover and the underlying
surface type in different ways.
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Figure 1.9: Schematic of the optical configuration of Sciamachy . The spectral dispersion is
achieved by prisms (pre-dispersion) shown in yellow in Level 1 (top) and individual reflection grat-
ings (blue) in the eight spectral channels (channel 3-6 in Level 2, the others in Level 1). In this
work, data from channel 3 in nadir direction is used, which is guided into the instrument by the
ESM mirror. The channel 3 detector unit is part of Level 2 (bottom graph). Figures adapted from
Gottwald et al. (2006).
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Channel No. Wavelength Interval Trace Gases
Channel 1 214 - 334 NO
Channel 2 300 - 412 O3, BrO, SO2, OClO, HCHO
Channel 3 383 - 628 NO2, O4, CHOCHO, IO
Channel 4 595 - 812 H2O, O2, NO3

Channel 5 773 - 1063
Channel 6 971 - 1773 CO2, CH4

Channel 7 1934 - 2044
Channel 8 2259 - 2386 CO

Table 1.3: Overview over the Sciamachy main channels. For each channel, the wavelength region
and some trace gases typically retrieved in this spectral window are given. Apart from these trace
gas amounts, several aerosol and cloud parameters may be retrieved from the Sciamachy measure-
ments.

PMD band Wavelength intervall
1 310-365 nm
2 455-515 nm
3 610-690 nm
4 800-900 nm
5 1500-1635 nm
6 2280-2400 nm
7 800-900 nm (45◦ polarised)

Table 1.4: List of channels and covered wavelength bands of the PMDs belonging to Sciamachy.

1.9.2 Ground-based MAX-DOAS systems

Multi-AXis-DOAS (MAX-DOAS) instruments are able to view light in different elevation angles.
The DOAS instruments operated by the IUP Bremen observe scattered sun-light and are therefore
considered passive DOAS systems, in contrast to active systems using artificial light sources. Spec-
tra in the UV/visible wavelength regions are recorded. Several studies of atmospheric constituents
have been conducted with these systems (Wittrock et al., 2000, 2004; Heckel et al., 2005). The basic
DOAS setup consists of three main components, the light gathering unit, a wavelength dispersing
element and a detector. The Bremen instruments receive light from a custom-built telescope which
focuses the incoming light into an optical fibre bundle. The fibre bundle reduces the polarisation
sensitivity of the measurements. The light is then guided to the entrance slit of a grating spectrome-
ter (Czerny-Turner type). Different sizes and types of grating spectrometers are used, typically with
a focal length between 275 and 500 mm and planar reflection gratings with 300 or 600 lines/mm.

Two dimensional CCD cameras are used for radiation detection, one dimension giving the spectral
information. The second dimension is usually not used for additional information, but the final
spectrum is received by integration over the second dimension significantly improving the signal to
noise ratio of the measurements. The size of the CCD chip, the focal length of the spectrometer and
the grating constant determine the bandwidth of the system. Typically, bandwidths between 80 nm
and 300 nm are achieved. A computer is used to control the instrument’s measuring sequence and
stores the recorded spectra and calibration measurements. For spectral calibration and slit function
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1.9 Description of instruments

Figure 1.10: Sketch of the MAX-
DOAS instrument setup with the
main parts: telescope, glass fibre
bundle, spectrometer unit, CCD
camera and computer. Addition-
ally, calibration lamps are used for
wavelength calibration and determi-
nation of the instrument’s slit func-
tion. The fibre bundle is of Y-form,
i.e. the incident light is divided
into two equal parts and is fed into
two spectrometer units at the same
time. Sketch kindly provided by
Folkard Wittrock, IUP Bremen.

measurements, a mercury-cadmium (HgCd) calibration line lamp is installed in the telescope box.
A sketch of the general instrument setup is given in Fig. 1.10.

The telescope system determines the viewing direction of the instrument in two dimensions,
the azimuthal angle and the polar angle (elevation angle or line of sight, LOS). Here, the LOS is
measured by convention with respect to the horizon, so that horizontal viewing corresponds to 0◦

and the zenith is observed at a LOS of 90◦. Operated from the ground, the Bremen DOAS systems
observe at several elevation angles, angles other than the zenith being selected by a rotatable mirror
within the telescope box. Typical sequences include the zenith-sky direction, a fixed elevation angle
at 30◦ above horizon and a scan from LOS 0◦ (horizon) in 1◦ or 2◦ steps to 15◦ or 16◦ above the
horizon. The exact settings depend on the site and objectives of the observations. The viewing
geometries from ground and the sensitivities towards different atmospheric layers are depicted in
Fig. 1.11, showing the telescope (TS) - spectrometer (SP) unit and light paths for different solar
positions, i.e. at high sun/low solar zenith angle (θ1) and for lower sun (larger SZA θ2). Light is
scattered in the atmosphere by particles and molecules (SC). Two important influences of SZA and
elevation angle become clear in this picture:
1. With increasing SZA (θ1 → θ2), the path length through a stratospheric absorber layer (StAb)
increases and with it the sensitivity towards trace gases in the stratosphere.
2. With lower elevation angle (βa → βb), the path length through a tropospheric absorber layer
(TrAb) increases, while the light paths through the stratosphere (following ray 1a and 1b) remain
the same. The sensitivity towards trace gases in the troposphere and especially in the boundary
layer is thus enhanced. This fact leads to the importance of the lower elevation angles additionally
used in the MAX-DOAS technique as compared to zenith-sky DOAS.

1.9.3 Additional satellite instruments

SeaWIFS

NASA’s Sea-viewing Wide Field-of-view Sensor (SeaWIFS) onboard the SeaSTAR satellite was
launched in 1997. SeaWIFS records electromagnetic radiation in eight discrete wavelength bands of
20 or 40 nm spectral width between 400 and 900 nm. Amongst other bio-optical properties, infor-
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Figure 1.11: Simplified sketch of the MAX-DOAS light path geometries at different elevation angles
βa,b and at different SZA θ1,2. Lower sun (SZA = θ2) leads to higher sensitivity for stratospheric
absorbers (StAb) for a given elevation angle, while a lower elevation angle (βb) leads to enhanced
sensitivity towards tropospheric absorbers (TrAb).

mation on the oceanic chlorophyll-a concentration is retrieved. In the data set used for comparisons
in the present study (Chapter 3), the information is provided on a grid with 9 km resolution. If
the field of view partly contains ice cover on Earth’s surface, the measurement is discarded from
the product due to saturation. Data and maps from SeaWIFS are freely available from the Ocean-
Color webpage (http://oceancolor.gsfc.nasa.gov) from NASA, the National Aeronautics and Space
Administration of the United States of America.

AMSR-E

The Advanced Microwave Scanning Radiometer for EOS (AMSR-E) instrument is installed on
the AQUA satellite, which is operating in space since May, 2002, and belongs to NASA’s Earth
Observing System (EOS). AMSR-E is a passive microwave radiometer, recording radiation at several
distinct microwave bands. A multitude of parameters is observed, such as sea surface temperatures,
ice concentrations, atmospheric water vapour and several others. In the present study, information
about the ice coverage on Earth’s surface is used for discussion purposes in Chapter 3. The analysis
of ice concentration is performed with the 89 GHz channel (Spreen et al., 2008), and the data version
utilised in this study is the ”AMSR-E ASI 6.25 km Sea Ice Concentration Data, V5.5i”. The sea ice
maps were obtained from Gunnar Spreen and Lars Kaleschke (2008), Institute of Oceanography at
the University of Hamburg, Germany, digital media (ftp-projects.zmaw.de/seaice) in June 2009.
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GOME-2

The Global Ozone Monitoring Experiment-2 (GOME-2) is a scanning optical spectrometer covering
the UV and visible spectral regions from 240-790 nm. It has been launched in October 2006 on the
MetOp-A satellite (the first of its kind in a series of three). GOME-2 is a successor of the GOME
instrument still in orbit on the ERS-2 satellite. The main objectives of GOME-2 are measurements
of O3 and other trace gases which are important for O3 chemistry, as well as several trace gases of
air pollution. GOME-2 is viewing in nadir geometry and has the big advantage of a near-global
coverage every day due to the wide swath of 1920 km. The ground resolution of 40×80 km2 is
similar to that of Sciamachy. The present work uses results from GOME-2 in Chapter 6 for the
liquid water path in ocean regions, as well as a test measurement using a newly generated correction
spectrum. In future studies, the retrieval of an IO product from GOME-2 might be achieved.
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2 Developing the retrieval of iodine monoxide
from satellite

Until recently, measurements of iodine species have exclusively been conducted using ground-based
and in some cases balloon-borne instruments. These represent point measurements of trace gas
amounts at specific locations and give some insight into the temporal evolution. Information on
a spatially larger scale may be obtained from aeroplane or satellite measurements. The objective
here is to use satellite data analysis to observe iodine monoxide columns from space and therewith
enhance the knowledge and understanding of iodine abundances on a more global scale. The satellite
sensor Sciamachy was introduced in Sec. 1.9.1 and is of valuable help in this respect.
In this chapter, the technical details of the satellite data analysis are presented. The description
starts with the necessary data processing steps, before the specific DOAS settings for the IO retrieval,
the fit results and the estimated detection limit are discussed. Data quality and consistency are
investigated. Then possibilities and effects of cloud screening are presented, as well as example
influences caused by certain changes in the retrieval settings.
Selected retrieval results and first examples of global maps in this chapter shall specifically serve
for discussion purposes of fit quality and retrieval consistency, while the scientific discussion of the
IO amounts, their distribution and approaches for interpretation will follow in the next chapter.

2.1 Satellite data configuration and selection

Before iodine monoxide slant columns can be retrieved from Sciamachy measurements, several data
configuration and selection steps are required. The single steps shall be specified in the following.

Level 0 to Level 1b Processing

From all available measurements recorded by Sciamachy, a certain subset of data is needed for the
analysis of iodine monoxide. The initial raw satellite readout in counts per pixel is commonly referred
to as the Level 0 data. First of all, this Level 0 data is processed by the Sciamachy Data Processor,
which uses control parameters, auxiliary data and orbit parameters and yields the general Level 1b
product. This Level 1b data contains processed, geolocated observational data in scientific units.
Additionally, instrument monitoring data, calibration measurements and also calculated calibration
parameters are included in this product. The intermediate data Level 1a is only an internal data
version with no purpose for the data user.

Usually, satellite instrument data is downlinked from the satellite to ground-based receiver
stations, then processed and transferred to the science institutes within several hours. This first
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version of the measurement data is called the near real-time (NRT) data, and is the commonly
used version for first scientific analyses. Only data which is quickly available after the respective
recording is contained in this NRT product. Consequently, some orbits or single measurements can
be missing in this version. As another effect following from this immediate processing, in case of a
missing dark measurement, the next best dark measurement is provided instead. Subsequent quality
analysis and data activities often complete and improve the data set. At certain times later on, so
called consolidated and reprocessed data sets become available, where some formerly missing orbits
are supplied and non-optimal first choices for calibrations and correction steps are replaced. The
advantage of the consolidated and reprocessed data is the usually larger data amount and possibly
a higher data quality. A clear advantage of the NRT data is the almost instantaneous availability
at an already good data quality.

From the beginning of this study up to May 22nd, 2006, Data Processor Version 5 was the
implemented processing unit providing the Level 1b product. For data recorded later than this
date, an updated Data Processor Version 6 was operated with improved calibration steps and
additional changes, e.g. in the sequence of calibration and correction steps. Recently, the complete
Sciamachy measurements were reprocessed using this revised Processor (latest Version number
6.03), from which now a consistent Level 1b data set is additionally available.

In this present study, two basic data versions are applied. All scientific results and analyses
are gained on the basis of near real-time data for a time period of four and a half years, covering
the time from January 2004 to July 2008. After the reprocessed data version became available,
calibration steps (see paragraph below) were tested and a longer consistent time series with slightly
different calibration and correction settings was generated. While focus is on the NRT data set in
this thesis, some new analyses and comparisons have already been conducted with the reprocessed
data. The two data versions will be described in more detail in the following sections on further
data processing and the actual DOAS retrieval procedure.

Level 1b to Level 1c Processing

As only a certain subset of the available Sciamachy data is needed for each specific task, and as
individual requirements need to be met, the extraction and further processing of data from Level 1b
to Level 1c is facilitated by an extraction tool provided by ESA. Level 1c data contains user specific
data subsets with individual selection and configuration settings. Users can select themselves which
properties (wavelength region, dates, viewing geometry, calibration steps, etc.) are needed for a
certain purpose.

For recordings prior to the processor change in May 2006, the extraction of Sciamachy Level
1b data subsets can be performed with the SciaL1C Command Line Tool (Version 2.5.0) from ESA.
This tool was linked to the Data Processor Version 5, so that it could no longer be used after
the processor exchange. Since the exchange, an updated SciaL1C Tool (specifically for data from
Processor Version 6 onwards, programme Revision 1.23) is available, which mostly works in the
same way as the former version, but incorporates some updates on the calibration steps.

The data utilised in this study for the retrieval of iodine monoxide is recorded in nadir viewing
geometry by the third spectral channel of Sciamachy. Channel 3 is subdivided into several clusters,
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2.1 Satellite data configuration and selection

and the current standard IO fitting window from 416 to 430 nm overlaps with clusters 14 and 15,
both belonging to channel 3.

Considering the selection of calibration and data correction steps, for most purposes of DOAS
retrievals in the UV and visible spectral range, it has proven to be the best choice to select only
the dark current subtraction (calibration step 1) and to omit all other possibilities. Usually, the
information for wavelength calibration (calibration step 5) is also extracted but not applied (cp.
Sec. 1.8). This information is only written to the files without changing the data product. For
the reprocessed data set, calibration step 0 for the correction of the memory effect was added to
the usual settings. This step appears to yield slight improvement with respect to earlier processor
versions and also slightly better results than without this setting. The relevant data calibration
steps (programme options ”-cal 0, 1, 5”) have the following properties:

• -cal 0
The memory effect is caused by left over electrons of a previous signal on the instrument
detector affecting the subsequent measurement, especially at transitions between bright and
dark surfaces (such as ice/water or cloudy/cloud free scenes). In the correction procedure, the
signal intensity of the previous signal determines the action which is applied to the subsequent
readout. Measurements following a weak signal are not corrected, while from recordings after
intense signals above a certain threshold, a correction term is subtracted. This correction is
calculated as a function of the previous intensity.

• -cal 1
The dark current is obtained in several states on the dark side of every orbit from obser-
vations pointing into deep space at 250 km altitude where no Earthshine light is expected to
affect the measurement. There are five Dark States covering all relevant exposure times used
for measurements. The correction signal in channel 3 consists of a constant offset per readout
and an additional part from the leakage current which is exposure time dependent.

• -cal 5
Spectral calibration is performed using a hollow cathode lamp (Pt/Cr-Ne). The wavelength
axis is calculated from a 4th order polynomial fitted to the spectral lines as a function of
detector pixel. The polynomial coefficients are also modulated by a harmonic function of orbit
phase and finally written into the orbit files of Sciamachy data. However, this calibration
data is usually not further used in the present study. The wavelength calibration is conducted
in a different way, as described in Sec. 1.8.

Other possible calibration/correction steps implemented in the extraction tool are corrections
for the pixel-to-pixel gain, the etalon effect, the impact of stray light, polarisation influences and
the radiometric calibration for computing the real radiance. In some quality tests, the additional
calibration steps did not improve the IO retrieval and were therefore not applied to the data used
in this study.

Figure 2.1 displays a typical spectrum measured by Sciamachy in channel 3, here showing the
spectral region of cluster 14 and cluster 15 after the above processing steps have been undertaken.
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Figure 2.1: A typical spec-
trum measured by Scia-
machy shown here after ap-
plication of the dark current
correction and spectral cali-
bration including data from
cluster 14 and 15 in channel
3. The spectrum was mea-
sured on Sep 1st , 2005, with
a ground scene covering Bre-
men at a central position of
52.8◦N, 9.2◦E.

The dark current is subtracted and the spectrum is spectrally calibrated. Some features attract
the attention. At the channel borders the light intensity drops abruptly to zero. In between, the
prominent dips in the spectrum are Fraunhofer lines from atomic absorption in the solar atmosphere,
and the broad intensity variation with a period on the order of 20 nm is caused by the etalon effect
of the detector chip. Spectra of this type are utilised as starting point for the DOAS retrieval of
iodine monoxide.

Data adaptation, formatting and additional conditions

Using data from two clusters at the same time, here cluster 14 and 15 from channel 3, attention
needs to be paid to the integration times used in each cluster. The Pixel Exposure Time (PET )
is constant for the entire channel, but for cluster 14, the coadding factor fcoadd, i.e., the number of
subsequent recordings added up to one averaged measurement, and with this the integration time
IT = fcoadd ·PET is larger as compared to cluster 15. This has been decided in order to reduce the
data amount due to the limited band width for the down-link of data from the satellite to receiver
stations on ground. When using both clusters, the coadding has to be matched to the respective
longer integration time to receive consistent spectra across the cluster borders. This adaption and
a format change are accomplished in a next step by a separate programme where also the data
format is adapted to the input format required for the DOAS fitting routine programme Nlin (cp.
Sec. 1.8.4). Each file of satellite data contains one orbit of Sciamachy measurements. Important
information such as geolocation, time of measurement, viewing geometry, applied calibration steps
and other parameters are given for each spectrum in ascii-headers, followed by the respective
measurement spectrum in binary code.
During or after the fitting routine, some additional data selection steps are performed. The following
settings have been chosen:

• The ground scene size is increased to a minimum of 60 km along and 120 km across track by
averaging several individual measurements in order to improve the signal-to-noise ratio. As
the integration time in cluster 14 is usually longer than for cluster 15, the ground scene size
may be already increased due to the matching of the integration times.
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• A restriction for the solar zenith angle (SZA) to less than 84◦ was applied. This excludes
observations with a low position of the sun and therefore intrinsic low signal-to-noise ratio,
reduced sensitivity to the lower troposphere and larger retrieval errors.

• The slant columns from the DOAS fit result are subjected to a defined quality criterion. In the
final product of a trace gas column, only those data where the residual exhibits a sufficiently
small root-mean-square (rms) are included and utilised for regional or global maps.

• In the visible spectral region, clouds between the satellite instrument and the part of atmo-
sphere under investigation can affect the trace gas retrievals. In many cases the application
of cloud screening algorithms is useful or necessary. Information about the cloud fraction in a
satellite measurement can be obtained, e.g., by accessory information from other instruments
or analyses. Elsewise, an intensity criterion can be applied, which simply rejects data from
too bright scenes. In the present study, no cloud screening is applied by default for specific
reasons, as explained later. However, some tests and case studies for cloud screening were
conducted to investigate possible cloud effects on the IO retrieval even in ice covered regions
by using a recently developed data product. More details follow in Section 2.7.

A summary of all selection and configuration parameters for both data versions - the NRT
product and a reprocessed data set - is given in Tab. 2.1. A majority of the analyses is conducted
on the NRT data, whenever the reprocessed data set is used, this is indicated.

2.2 The DOAS retrieval of iodine monoxide

As discussed in Chapter 1, all trace gases and atmospheric spectral effects affecting the transmission
of light need to be simultaneously accounted for in the DOAS retrieval. In the following sections,
the specific effects which are of relevance in the spectral region of IO absorption are presented and
the retrieval settings, fit quality and consistency tests are discussed in detail.

2.2.1 The developed IO standard fit

The retrieval which showed the best and most consistent results is referred to as the standard fit.
The results from this retrieval have been described and used in Schönhardt et al. (2008). First of
all, the parameters and settings chosen for this case will be mentioned and discussed. Tests with
further considerations of trace gases and different settings have also been performed and the most
important results from those test runs will be presented in Sec. 2.8. One important aspect in the
following is the judgement of the quality of a fit.

Labeling definition for IO product versions

Apart from the specific standard IO product, several other IO retrieval versions have been generated,
differing from the standard product in several aspects, e.g., in the Sciamachy data version or the
choice of the wavelength window or more. In most of the figures and calculations, results from the
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Parameter Settings NRT data Settings reprocessed data

Processor (0-to-1b) Version 5.0 Version 6.03

Extraction Tool (1b-to-1c) 5.0 V2.5.0 and 6.0 Revision 1.23 6.0 Revision 1.23

Calibration 1 and 5 0, 1, and 5

(dark current, spectral calibration) (memory effect, dark current,

and spectral calibration)

Time interval 01/2004 - 07/2008 01/2003 - 02/2009

Viewing geometry nadir mode

Spectral region cluster 14, 15 in channel 3 (404-527 nm)

Spatial resolution averaged to 60×120 km2

SZA < 84◦

Table 2.1: Overview of relevant configuration and selection parameters applied to the satellite data
scheduled for the retrieval of IO slant columns.

defined standard IO retrieval will be shown unless stated otherwise. For the applied versions, a short-
hand notation becomes useful. In this scheme, the standard IO product based on Sciamachy NRT
data from the retrieval defined above is labeled version V1.28. A second important data set is
based on the reprocessed Sciamachy data but uses the same DOAS retrieval settings, where only
minor changes in the background spectrum were necessary. This version is defined as version V2.54.
The first digit marks the respective Sciamachy data release (with 1 for the NRT data, 2 for the
reprocessed data set). A zero as first digit is used for data sets which have not passed the consistency
checks. The second number is a running value for the respective parameter set used in the DOAS
retrieval. In this scheme, V0.27i is a product showing systematic retrieval errors and will be used
for technical discussion purposes only (cp. Sec. 2.8).

Choices of retrieval settings

The absorption cross section spectrum for iodine monoxide exhibits strong differential structures in
the wavelength region around 400 to 460 nm. In this spectral region additionally other processes
alter the solar radiation before being recorded by the satellite instrument. These effects have to be
taken into account in the fitting procedure.

Version Sciamachy data IO retrieval Remarks
V1.28 NRT data standard (cp. Tab. 2.3) standard product
V2.54 reprocessed data standard (cp. Tab. 2.3) new product

under development
V0.27i NRT data alternative settings corrupt retrieval

discussed later (cp. Tab. 2.7) with systematic errors,
used for discussion purposes

Table 2.2: Overview over the main retrieval versions relevant for the present thesis.
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First of all, the applied IO absorption cross section shall be introduced. While for most other
trace gases direct cross section measurements with the Sciamachy instrument are available, this
has not been performed for minor trace gases as IO. However, laboratory measurements of the IO
absorption have been conducted at high spectral resolution by Gómez Martín et al. (2007) and
Spietz et al. (2005) at the University of Bremen. The associated temperature for the absorption
cross section is 298 K. This temperature differs from the temperatures in some locations on Earth
where IO has been detected. The impact is a source of systematic error, but can be considered
minor in comparison to others (cp. Sec. 2.5). The laboratory absorption spectrum σIO(λ) needs to
be convolved with the Sciamachy slit function fSCIA before entering the DOAS fit. This procedure
is demonstrated in Fig. 2.2, resulting in the cross section spectrum σIO,SCIA(λ) which is used in
the following retrievals for IO:

σIO,SCIA(λ) = σIO ∗ fSCIA(λ) =
∫ λ+∆λ

λ−∆λ
σIO(λ′) · fSCIA(λ− λ′)dλ′

The Ring effect introduced in Sec. 1.6.3 is included in all retrieval runs. The impact of the Ring
effect on the measured spectrum is substantial for the viewing geometry and the wavelength region
here. As a focus lies on the Antarctic region, the standard Ring spectrum used in the present study
is calculated for a solar zenith angle of 70◦ and a ground spectral reflectance of 90%. Two trace
gases that need to be considered in the IO retrieval are nitrogen dioxide (NO2) and ozone (O3).
The absorption cross sections of both species were measured by Bogumil et al. (2003) at different
temperatures, from which the spectra at 223 K were chosen here. The major part of the O3 resides
in the stratosphere where temperatures are rather low. In remote sites, a similar consideration holds
for NO2 as tropospheric amounts are small. The changing absorption cross section of NO2 for
higher temperatures was also considered in test retrievals with no large effect on the IO column.
The species taken into account in the current standard fit are listed in Tab. 2.3. References to
the respective laboratory studies of the cross section measurements are included. The particular
absorption cross section spectra and the optical depth of the Ring spectrum are shown in Fig. 2.3,
where they can be directly compared.
Apart from the choice of the absorption features to be considered, several fit parameters have to be
adjusted adequately.

∗ ⇒

Figure 2.2: The high resolution IO spectrum (left) is convolved with the Sciamachy slit function
(green curve in the center figure). The resulting IO spectrum with slightly broader absorption peaks
and smaller maxima is then used in the DOAS retrievals of IO from Sciamachy data.
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Figure 2.3: Spectra of the absorption cross sections of O3, NO2, and IO and the effective optical
depth of the Ring effect. While the absorption cross sections are results of laboratory experiments
(see references in Tab. 2.3), the Ring spectrum follows from theoretical considerations.
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• Broad-band influences are accounted for by a polynomial which is subtracted from the mea-
sured optical depth (cp. Sec. 1.8). The polynomial degree, which yields the best retrieval
results, depends on the size and position of the wavelength window and also on the trace
gas in question. A second order polynomial turned out to be suitable for the finally chosen
standard fitting window. In test fits, also higher order polynomials were used, but the fitting
window of 416-430 nm is rather short, so a low degree is appropriate here.

• For the correction of possible residual stray light in the instrument during measurements,
a spectrally linear stray light intensity is assumed. The stray light reference spectra are
generated from the actual measurement by using factors of 0.03 for the offset and slope
parameters (cp. Sec. 1.8). The resulting spectra are scaled during the fitting procedure in the
same way as absorption spectra.

• An undersampling correction (Chance, 1998) is included. This is useful in case of Scia-

machy retrievals, due to a rather narrow slit function and low sampling per FWHM. This
can cause fast varying features at the shoulders of spectral lines. The resulting influences on
the measured spectra need to be corrected.

• Another important choice in a DOAS-Fit is the background spectrum to which each individual
measurement is compared. In the standard IO fit, an Earthshine spectrum is chosen as
background. This choice is preferred over a solar measurement in order to minimise the Ring
effect and residual instrumental effects caused by differences in the viewing of Earth and Sun.
The reference region was selected in the Pacific at 40◦S and 160◦W and within ±10◦ in both
directions as illustrated in Fig. 2.4. This location is specifically chosen as a region where
the IO signal is expected to be small, which was confirmed by fitting the Earthshine against
the solar reference spectrum. Resulting IO columns from the respective DOAS fit are then
differences between the current measurement and the averaged reference region. Effectively,
the IO amount in the reference region is set to zero. The procedure is implemented as fit with
respect to a constant Earthshine spectrum and subsequent subtraction of the daily average
within the assigned reference region. This is the same as using the daily average Earthshine
spectrum from the reference region. Further considerations are presented in Sec. 2.9.

Figure 2.4: Global map showing the ref-
erence region over the Southern Pacific at
40◦S and 160◦W with a side length of 20◦

in each direction. This background region
is used for all Version 1 data, e.g. the
standard retrieval V1.28.
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Influencing effect Comments Reference

IO absorption laboratory spectrum, 293 K Gómez Martín et al. (2007)

NO2 absorption laboratory spectrum, 223 K Bogumil et al. (2003)

O3 absorption laboratory spectrum, 223 K Bogumil et al. (2003)

Rot. Raman scattering Sciatran calculation, (Sec. 1.6.3) Vountas et al. (2003)

Retrieval parameter Settings

Wavelength region 416 - 430 nm

High-pass filter polynomial 2nd order

Stray light correction

offset parameter 0.03

slope parameter 0.03

Background spectrum (I0 ) constant Earthshine spectrum

Table 2.3: Overview of the retrieval settings valid for the current standard fitting routine of IO
columns from Sciamachy, as applied for product version V1.28. Top panel: Absorption effects by
trace gases and Raman scattering. Bottom panel: Additional retrieval parameter settings.

2.2.2 Fit quality and consistency of the IO standard fit

The quality of a retrieval needs to be judged in different ways. Apart from checking the results
for consistency and for absence of artefacts, one important test for the fit quality is the magnitude
of the residual. Only if the remaining residual is reasonably small, the fitting procedure has been
successful. Additionally, it is necessary that the residual spectrum is also free of regular structures,
but mostly consists of a noise signal. Therefore, if different retrieval settings are compared, an
improved fit should reveal a reduced and less structured fitting residual.

Judging the quality of a satellite DOAS retrieval

When the overall product quality of a DOAS retrieval from satellite data is assessed, there are
several considerations that should be taken into account. First of all, the retrieval quality itself,
i.e., the rms-value is important (cp. Sec. 1.8). When the fit is improved, the magnitude of the rms
will decrease, but this does not suffice as a quality check. Other inspections are necessary, which
are mostly consistency checks:
- Physically not logical results, e.g., negative trace gas columns, need to be avoided. This applies
to the trace gas in question, but also to all other included absorbers and effects in the fit.
- The results for the other trace gases included in the fit routine, which are already well known,
need to be reasonable, i.e. reasonable amounts and the known tendencies, spatial variations, special
regions etc. should be reproduced.
- The applied correction effects, especially the Ring effect in the present study, need to receive the
correct algebraic sign in the different regions and reasonable magnitudes.
- Another important test involves additional measurements. Good agreement with ground-based
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measurements and results from other studies is desired. This requires available studies for compar-
ison and is discussed separately in Chapter 4.

These considerations have been taken into account when judging the fit quality of the different
IO retrievals. According to the respective results, the current standard IO retrieval performed
satisfactorily and example results of the performed tests are presented in the following paragraphs.

Two example fit results for the IO absorption

From the aforementioned standard IO fit V1.28, example fit results are displayed in Fig. 2.5 for two
individual Sciamachy measurements. Both spectra were selected from orbit number 20051001_110
on the first of October, 2005, on the Southern Hemisphere. Exact data is given in the figure caption.
The two examples are chosen for two different amounts of IO, i.e., 2.1× 1013molec/cm2 (a) and
1.3× 1013molec/cm2 (b). The figure shows the differential absorption of the specific measurement
at the top in terms of optical depth. This spectrum still includes all absorption features, but the
fitted polynomial has already been subtracted. The bottom panel shows the final residual, where
all assigned effects have been eliminated from the spectra. Only the unassigned structures remain
and it is visible, that the residual does not exhibit any large left over absorption features and
mainly consists of measurement noise. The rms values of the residual given in the figure caption
are very close to the theoretically calculated limit which is possible with Sciamachy recordings in
this wavelength region. The three graphs in the middle show the retrievals of NO2, the effective
Ring structure (sum of Ring and stray light effects) and IO. The blue solid line represents the
scaled reference spectrum, while the red dotted line is the reference spectrum plus the residual
structure. The retrievals show that IO is detected in these cases and that the residual does not
contain noticeable systematic structures. This gives confidence to the chosen fit parameter settings.

Results for NO2 in the IO standard fit

The IO retrieval settings are not optimised for the retrieval of NO2 of course, but nevertheless
the fits of the other included trace gases apart from IO need to perform reasonably well. The
two presented measurement results above originate from the Southern Ocean close to Antarctica.
Here, one is concerned with relatively small optical thicknesses of all included absorbers in general.
In comparison to the background region in the Pacific, e.g., the retrieved NO2 amount is hardly
different in this remote site and also the optical depths of the other effects are small. This naturally
causes the noise level to be more prominent than in cases of strong absorption signals. Moving
over to a completely different area on Earth, e.g. to the highly industrialised Asian cities, the
fit results for NO2 look quite different. One example is displayed in Fig. 2.6(a) for a total NO2

slant column of 2.64±0.05×1016 molec/cm2 (rms = 1.6×10−4). This retrieval is taken from a
measurement on March 1st, 2006, at 40.75◦N 124.25◦ E, and the spectral fit exhibits only a small
relative error demonstrating a good performance of the NO2 fitting. Figure 2.6(b) shows global
results for tropospheric NO2 averaged over three months (Mar-May 2006). The stratospheric NO2

has been eliminated from the total column by subtracting the NO2 amount from a reference sector
(180◦-200◦ East, where tropospheric amounts are negligible). This approximation assumes the
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(a) (b)

Figure 2.5: Two example fit results of the standard IO fit including graphs for the differential
absorption (top), the remaining residual (bottom) and in between the trace gas fits for NO2, the
Ring effect and IO. The trace gas fits show two curves each - the actual fit from the measurement
still containing the residual structure (red dotted lines) and the respective reference cross section
scaled with the retrieved slant column amount (blue solid line). Both measurements belong to orbit
20051001_110. (a) was taken at 70.7◦ S, 53.7◦W with an IO amount of 2.1±0.5×1013 molec/cm2 ,
rms = 1.7×10−4 , and (b) at 64.7◦ S, 48.7◦W with an IO amount of 1.3±0.4×1013 molec/cm2 ,
rms = 1.5×10−4 .
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stratospheric NO2 amount to be constant with longitude, deviations from this assumptions occur
but are not relevant in this case.
No detailed analysis of the NO2 results shall be given, but it shall be recognised that the important
features of NO2 like the highly industrialised and polluted areas of Europe, America and Asia are
captured by the retrieval. The spatial distribution agrees well with reported NO2 retrievals (Richter
et al., 2005), while the absolute values lie in the right order of magnitude, but are somewhat smaller
in urban areas. This is mainly due to the use of a cross section at cold temperatures (223K),
which is suitable for the IO retrieval but gives too small column amounts for NO2, because the
absorption cross section is stronger than at warmer temperatures (e.g., 293K). Additionally, only a
rough consideration of the AMF has been performed without optimising the procedure for precise
NO2 vertical columns, but the main point here lies on fit quality and not on the absolute amount
of the NO2 vertical column. The NO2 analysis shows that the standard IO fit performs well also
for other trace gases.

(a) (b)

Figure 2.6: (a) A typical NO2 fit result (rms = 1.6×10−4 ) where the scaled laboratory cross
section and the measurement agree very well. (b) Global distribution of NO2 for three months
(March-May) in 2006, where industrialised areas and also single cities can be distinguished. The
absolute NO2 amounts are too small due to the chosen cross section temperature and the rough
consideration of the AMF, but this is not relevant here, as this scaling has no influence on the
quality of the IO retrieval.

Results for the Ring effect in the IO standard fit

The results for the Ring effect from the IO retrieval are a crucial part of this study. In several
retrievals other than the IO standard fit, the spectral correlation between the IO absorption cross
section and the Ring effect spectrum leads to erroneous slant columns and fit factors for IO and
the Ring effect, respectively. The choice of unfavourable fit parameters then leads to an irregular
spatial correlation between the IO and Ring patterns in several locations on Earth. There is no
physical reason why atmospheric IO amounts should be well correlated to the Ring effect, although
in some cases certain causalities may lead to similar behaviour in both effects. The detection of a
generally strong spatial correlation between the results would point out an interference during the
retrieval procedure. Consequently, the Ring effect results serve as an additional criterion for the
judgement of the fit quality: the Ring fit factors should yield meaningful values and also the spatial
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Ring pattern should not be detected in the IO result in the same form.

Figure 2.7: Global map of the Ring
effect fit factor averaged over the three
months from September to November
2005. Negative fit factors denote the
occurrence of rotational Raman scat-
tering while a positive fit factor is
found if the RRS is smaller than in the
background spectrum.

For the standard IO fit parameter set, an example of the retrieved fit factors for the Ring effect
is plotted in Fig. 2.7. The data is averaged over a period of three months, September to November
2005. The Ring effect is expected to be strong over low ground elevation, while clouds and high
surface elevations such as mountain ranges and plateaus lead to a smaller Ring effect. Additionally,
the fit factor depends on the SZA with larger Ring effect for larger SZA. An additional small effect
is induced by the surface reflectance with decreasing Ring effect for brighter surfaces, because the
Raman scattered radiation is relatively reduced in comparison to the reflection at the ground. These
dependencies originate from the individual photon path lengths through the atmosphere, especially
from the path length in the lowest atmospheric layers, as the probability for Raman scattering
becomes higher for higher air density. The infilling increases, for a large ratio of Raman to Rayleigh
scattering.

Due to the definition of the effective pseudo-absorber spectrum for the Ring structure (Sec. 1.6.3),
a strong Ring effect corresponds to negative fit factors. The filling in of absorption lines appears
like an emission process. As an Earthshine background spectrum is used, the results are relative
to the respective location over the South Pacific. Positive fit factors therefore mean a Ring effect
which is weaker than at that location.
Regarding these considerations, the fit factors of the Ring effect in Fig. 2.7 show meaningful val-
ues. The fit factor tends to stronger negative values (green/blue) for higher latitudes due to the
increasing solar zenith angle. In addition, several mountain ranges and regions with high surface
elevation exhibit positive (red) values as expected. For example, the Himalaya and typically cloudy
regions in the tropics can be distinguished. Even the Alps can be identified, especially in longer
term averages, but already here as yellow area surrounded by green colour.

In conclusion, the retrieval yields sensible and explicable results for the Ring fit factors and is
not disturbed by retrieval errors or systematic correlation with the IO amounts. As can be seen
later in the global IO maps (cp. Fig 2.12), there are no prominent features in the IO result which
would correlate only with the Ring effect. These observations give further reassurance to the quality
of the standard IO retrieval.
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2.3 Air mass factor considerations for the IO retrieval

As described in Sec. 1.8, the AMF transforms the slant column into a vertical column. In order to
compute the vertical column from the satellite slant column results, several assumptions are neces-
sary. In the present case, some factors are not well known and therefore the regular transformation
of slant into vertical columns would introduce large uncertainties. Therefore, the slant columns are
retained and a standard conversion into vertical columns needs to wait until the open questions
have been answered. Nevertheless, the computation of AMFs is of interest. For a given vertical
column, the present AMF describes the sensitivity of the satellite measurement for the trace gas
detection. Therefore, some considerations on typical AMFs for some given cases are necessary for a
better interpretation of the IO results.

In general, a large slant column amount may be enhanced due to (at least) two different causes.
Either the trace gas amount might be large or, alternatively, the AMF may be enhanced. The
first case is obvious and the second case evolves as a consequence of surrounding conditions. The
light path through a trace gas layer is affected by, e.g., the solar zenith angle, the ground spectral
reflectance, the aerosol load in the atmosphere, clouds and the trace gas altitude profile. These
aspects need to be taken into account if absolute values are interpreted, and sometimes also if
qualitative comparisons are made.
Block AMFs have been calculated for a pure Rayleigh atmosphere and several typical conditions.
For iodine species, the mid-latitude marine boundary layer as well as Polar Regions, which are
typically ice covered, are of special interest. The SZA and the albedo have been varied as well as
the influence of a low and strongly reflecting cloud has been been investigated.

The influence of the SZA

For Antarctic locations like Halley Station (cp. Sec. 3.2.2), the mimimum SZA lies around 55◦ and
maximum SZA used in the data product is 84◦. Figure 2.8 shows the block AMF for SZAs of 55◦,
70◦ and 80◦ at altitude levels between the Earth surface and 10 km for an albedo of 90%. For
IO being situated at low altitudes, probably even in the lowest part of the boundary layer, the
influence of the SZA on the near-surface block AMF is on the order of 10%. In the upper part
of the troposphere the AMFs differ strongly (by a factor of 2). However, towards the ground, the
block AMFs converge to values between 3.8 and 4.4.

The influence of the albedo

For a solar zenith angle of 70◦, the influence of a changing albedo is demonstrated in Fig. 2.9.
Especially for low altitudes, the effect is huge. Increasing the albedo from a typical value of 5%
(e.g. over the ocean) to 90% (for bright snow or ice) changes the block AMF directly at the Earth’s
surface by a factor of 6 from 0.7 to about 4.1. The total AMF for an IO profile in the lowest 1 km,
differs by a factor of 4.
This observation is important for IO retrievals as the amounts are often close to the detection limit,
which is strongly influenced by the AMF. The determination of the detection limit is the topic of
the next section. Considering a given IO amount, it might be below detection limit over a dark
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Figure 2.8: Comparison of block air
mass factors at different solar zenith
angles calculated with SCIATRAN
Version 2.0 (Rozanov et al., 2005b) for
425 nm and an albedo of 90%. The in-
fluence of the SZA is large in the upper
troposphere but rather small towards
the Earth’s surface. For IO amounts
in the lowest layers, the SZA therefore
has not such a big relevance.

surface, but well observable over a bright underground.

Influence from the IO altitude profile

As oceanic areas belong to the interesting regions for IO, it is also important to note the strong
altitude dependence of the block AMF for this case (e.g. Fig. 2.9, blue curve). If the block AMF
changes a lot with height, the assumed trace gas profile will have an effect on the calculation of the
total integrated AMF. For a SZA of 70◦ and an albedo of 90% (red curve), the block AMF is nearly
constant with height. For all other examples of varying SZA and varying albedo, this is not the
case and the trace gas profile will have a strong influence. Depending on the individual situation,
the vertical column may change by a factor of ∼3, between an IO profile confined to the boundary
layer or distributed over the troposphere.

Impact of clouds on the AMF

The impact of clouds on the AMF and especially on the block AMF profile can be quite large.
The exact calculation also depends strongly on cloud parameters like liquid water content, cloud
structure and droplet sizes. No detailed analysis of cloud influences on the AMF shall be given
here, but one central aspect shall be pointed out. The typical light path enhancement within the

Figure 2.9: Comparison of block air
mass factors for different albedo situa-
tions calculated with SCIATRAN Ver-
sion 2.0 (Rozanov et al., 2005b) for
425 nm and a SZA of 70◦. The strong
influence of the ground reflectance on
the block AMF close to the surface,
and consequently also on the sensitiv-
ity towards IO detection is visible -
the block AMF close to the surface in-
creases from 0.7 at 5% to 4.1 at 90%.
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cloud top is also neglected here, only the effect on the path above the cloud shall be considered.
Three block AMFs are compared for this purpose in Fig. 2.10. All curves are calculated for equal
conditions, except for the albedo and the presence of a cloud. The SZA is 55◦ in all three cases.
Two curves reach down to the ground and are calculated for an albedo of 5% (green) and 90% (light
blue). The strong blue curve is calculated for a bright 100% reflecting cloud (no visibility below the
cloud) at 1 km. The comparison shows that the difference between the 90% albedo case and the
cloud covered situation is small above 1 km. The sensitivity towards IO in the upper layers would
be the same and IO amounts below the cloud would simply be ignored. The situation is different
over a dark surface. The block AMF above 1 km changes strongly between the 5% reflecting ground
and the cloudy scene. The AMF above 1 km is much larger above the cloud. Considering satellite
measurements, this means that a partly cloudy pixel will carry most information from the cloud
covered part dominating the information content coming from the cloud-free portion. For the 90%
albedo case, IO amounts in the cloud-free part would stand a larger chance to be observed in spite
of some masking in the cloudy region.

Figure 2.10: Comparison of block air
mass factors for three different cases,
an albedo of 5%, an albedo of 90% and
for the case of a 100% reflecting cloud
at 1 km altitude. While the difference
above 1 km is very small between the
cloudy case and the highly reflecting
surface case, the change is large over
a dark surface when a cloud is present.

Summary

The main outcome of the analysis of the AMF are the following points:

• The overall AMF for IO can vary strongly depending on conditions.

• The solar zenith angle has only a small influence on the AMF for trace gases close to the
ground, as long as the SZA does not exceed 80◦. The SZA influence is much larger at higher
altitudes, and is therefore probably not highly relevant for IO.

• The albedo, in contrast, shows a strong influence especially close to the ground, where the
block AMF may vary by a factor of 6 between extreme conditions. The integrated AMF for
IO will typically vary between 1 and about 4.

• Strongly reflecting clouds, which hide the atmosphere below from the view of the satellite,
provoke largest changes if the surface below is dark (albedo of 5%), while for a bright surface
the main effect is the simple disregard of the low layers.
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• Due to the uncertainties introduced by the unknown vertical profile of IO, the slant columns
will not be converted to vertical columns in the standard IO product. However, the AMF
considerations above are valuable information needed for the interpretation of IO amounts,
temporal/spatial variances and detection limits in individual cases.

2.4 Detection limit for IO

The detection limit of a measurement states the smallest amount of a trace gas, which can still be
identified by the respective method. This is an important value to be considered for the judgement
if a measurement task is promising.
In order to estimate the detection limit of Sciamachy for the identification of IO slant columns,
several factors determined by the instrument, the measurement procedure and algorithm as well as
the physical processes need to be considered. A relevant parameter in this respect is the signal-
to-noise ratio (S/N) of the measurement. The minimal optical depth ODmin still detectable by
the instrument is determined primarily by the inverse of this value, the ratio of the noise w.r.t the
signal (N/S), which will be shown below.

The signal-to-noise ratio

The signal S is given by the number of electrons generated by incoming photons with photon flux
Fγ (in photons/s/pixel) at the detector during the measurement integration time t (in s) and with
quantum efficiency qe (electrons/photon):

S = qe · t · Fγ

The signal strength therefore depends on parameters like the spectral region, the surface spec-
tral reflectance and the solar zenith angle in combination with the respective integration time.
The noise amount N is the value for the total noise per detector pixel arising in the measurement
process and contains all disturbing effects, mainly from three different processes generating addi-
tional signals on the detector. These noise signals are the statistical photon noise Ni, the read-out
noise Nr and the noise of the dark current Nd. As the physical emission process is of statistical
nature, the photon signal is determined by Poisson statistics and is therefore described by a Poisson
distribution, which converges to a normal distribution for large photon numbers. Consequently, the
statistical noise Ni (shot noise) is given by the square root of the signal Ni =

√
S. The read-out

noise is generated by the electronics during the read-out procedure and is independent of integration
time and signal strength. The dark current which is present also if no radiation meets the detector
has a statistical noise signal as well. The magnitude of Nd increases with integration time of the
measurement and strongly depends on the detector temperature. It is effectively suppressed by
detector cooling. In total, the signal-to-noise signal is given by:

S

N
=

S√
N2
i +N2

r +N2
d
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In the present case, the read-out noise is small and, especially with the given large photon flux
in the visible spectral region and a well cooled detector, the dark current noise is mostly negligible
in comparison to the signal noise

√
S. This yields: S

N ≈
√
S.

The minimum detectable optical depth

The optical depth OD between the actual intensity measurement I = S ±N and the background
measurement I0 is calculated in the following way:

OD = ln
I0

I
= ln(I0)− ln(S ±N) = ln(I0)− ln(S)− ln(1± N

S
)

≈ ln(I0)− ln(S)︸ ︷︷ ︸
ODreal

∓ N

S︸︷︷︸
ODerror

The first term in this sum is the undisturbed optical depth ODreal, while the second is the error
in the optical depth. The approximation made in the last step holds if N � S, which is valid
for a sufficiently high measurement intensity. If I0 is chosen from an Earthshine measurement, the
noise can be reduced by averaging and in that case be neglected in comparison to the noise of each
individual measurement I. Otherwise, the noise in the background measurement will, of course,
further increase ODerror. Demanding a stronger OD signal than the error OD for reliable detection,
leads to the requirement of the minimum detectable optical depth ODmin :

ODmin ≈
N

S
≈ 1√

S

For the wavelength region under consideration here, the theoretically expected S/N -ratio is on the
order of 5000 for an albedo of 90% and 2000 for 5% albedo (Noël et al., 1998). The error or root mean
square of the optical depth (ODrms) is then on the order of 10−4 depending on conditions. Typical
experimental ODrms values from the IO retrieval (cp. Sec. 2.2.2) lie around 2×10−4 (between
1-3×10−4).

The comparison between the experimental detection limits and the theoretically estimated
numbers allows the conclusion that the retrieval is close to optimal performance. The theoretical
limit is only slightly smaller than the experimentally identified values. Much stronger reduction of
the residual rms value is most probably not possible. Some remaining influence on the residual is
also caused by systematic effects and is hence independent of averaging.

Consequences for the slant column detection limit

For an ideal measurement, the slant column detection limit (SClim) is given by the ratio of the
residual optical depth ODrms and the maximum differential absorption cross section value of the
respective trace gas σmax.

SClim =
ODrms

σmax

This analysis assumes that a trace gas is detectable if its absorption optical depth becomes
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larger than the residual rms value. For IO (σmax =2.8×10−17cm2/molec) and a residual rms of
2× 10−4 (typical for 90% albedo), the detection limit is given by SClim = 7× 1012 molec/cm2 for a
single measurement. This limit can be further reduced by averaging, in time or space, provided the
source of errors is random and systematic errors have been accounted for. The theoretical S/N -ratio
at 5% albedo corresponds to an rms value of about 5 × 10−4 and an IO slant column detection
limit of 2 × 1013 molec/cm2 for a single measurement. For the spatially averaged ground scene of
60× 120 km2, used in this study, the theoretical SC limit is reduced by a factor of 2.

For experimental results (i.e. also for a ground scene size of at least 60 × 120 km2), with
the above mentioned ODrms values around 2×10−4, the typical IO slant column detection limit is
7 × 1012 molec/cm2. This limit is then further decreased by temporal averaging in a subsequent
step. For monthly averages and for a Sciamachy overpass every six days, the SC detection limit
is reduced to around 3 × 1012 molec/cm2. This reduction obviously depends on the number of
overpasses and the averaging time period.

The conversion to vertical columns and mixing ratios

The detection limit is useful for an estimation if the satellite observations are capable of identifying
expected trace gas amounts. Many measurements of IO have specified the ground volume mixing
ratio instead of a column amount. In order to judge if these amounts should be detectable by
Sciamachy, the detection limit on the slant column needs to be converted to a detection limit for
the surface mixing ratio. Naturally, this conversion will introduce the usual uncertainties discussed
previously. Assumptions on the appropriate AMF, and in particular on the altitude profile of IO
are necessary. The altitude profile enters the conversion twice, once in the AMF calculation and
another time in the conversion from the vertical column to the mixing ratio. According to current
knowledge (cp. Sec. 1.5), IO is primarily a tropospheric trace gas (Friess et al., 2001) with evidence
for confinement to the lower part of the boundary layer Saiz-Lopez et al. (2007c). Assuming the IO
to be situated in the lowest 1 km or in the lowest 100 m is consequently reasonable.

Figure 2.11: Block air mass factors cal-
culated with Sciamachy Version 2.0
Rozanov et al. (2005b) for 425 nm, and
two relevant example locations, red: 90%
albedo, 70◦ SZA (typical for Antarctic
coast), blue: 5% albedo, 55◦ SZA (typical
for Ireland). The sensitivity for IO detec-
tion is several times higher for Antarctic
conditions.

Following the AMF discussion in the previous section, two typical cases are chosen here as
examples. For a typical situation at the Irish coast with 5% surface reflectance and 55◦ SZA the
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total AMF then amounts to approximately 1.0, in contrast to 4.2 for a typical case for Antarctica at
90% albedo and 70◦ SZA. These values hold for an IO box profile within the lowest 1 km (with linear
concentration decrease to zero up to the next altitude grid point at 1.2 km). Figure 2.11 shows the
block AMF for the two different settings, similar to the general cases discussed in Sec. 2.3. The
larger sensitivity for the detection of IO under typical Antarctic conditions is again visible. For the
Antarctic case, the AMF is hardly profile dependent, while for the mid-latitude coastal situation
the AMF reduces to 0.8 if the IO is assumed to be well mixed only in the lowest 100 m.

Theoretical detection limits for individual measurements

Antarctic Irish coast

SC (molec/cm2) 7×1012 7×1012 2.0×1013 2.0×1013

box profile height 1 km 100 m 1 km 100 m

AMF 4.2 4.2 1.0 0.8

VC (molec/cm2) 1.7×1012 1.7×1012 2.0×1013 2.5×1013

VMR 0.7 ppt 7 ppt 8 ppt 100 ppt

Experimental detection limits for measurements averaged over 60×120 km2

Antarctic Irish coast

SC (molec/cm2) 7×1012 7×1012 7×1012 7×1012

box profile height 1 km 100 m 1 km 100 m

AMF 4.2 4.2 1.0 0.8

VC (molec/cm2) 1.7×1012 1.7×1012 7×1012 8.8×1012

VMR 0.7 ppt 7 ppt 2.8 ppt 35 ppt

Table 2.4: Detection limits for Sciamachy observations of IO for some typical conditions. The
detection limits for the slant columns (SC) result from theoretical considerations (top panel) and
experimental evidence upper limits (bottom panel). Conversion of values yield the vertical col-
umn (VC) and the volume mixing ratio (VMR) in dependence of two assumed box profile heights
(with homogeneous mixing below this height) and the calculated AMF (using the SCIATRAN 2.0
code). For monthly averages, typically additional reduction by a factor of around 2 can be achieved
depending on the number of overpasses.

Using the slant column detection limits determined from theoretical considerations as well as
from the experimental findings, the detection limits for the vertical columns and volume mixing
ratios are calculated. For several relevant cases and assumptions discussed above, the results are
summarised in Tab. 2.4. Strongly influenced by chosen conditions, VMR detection limits are highly
variable and may lie between 0.7 ppt and 35 ppt.

Discussion of detection limits

The analysis shows that IO amounts reported by ground-based measurements (Sec. 1.5.5) are close to
the IO detection limits for a single Sciamachy ground scene. Often the detection limit will inhibit
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the IO observation from satellite. In some cases, especially in the Antarctic, reported amounts are
indeed somewhat higher than the detection limit. For these cases, positive detection of IO from
satellite can be expected under an additional condition. The spatial extent of the enhanced IO
amounts needs to be on the order of a satellite ground-pixel. This is an important point, because
the available ground-based and balloon measurements made so far are unable to determine the
spatial extent of IO release and it is unknown how localised enhanced IO occurs. IO release related
to algae emissions may be confined to very local spots. In that case, the mixing ratios would need
to be much larger to enable Sciamachy to detect the IO absorption.

2.5 Precision and accuracy of the IO retrieval

Every measurement result is inherently affected by some uncertainties. These effects are caused by
statistical as well as by systematic effects. While statistical errors may be reduced through aver-
aging, systematic inaccuracies remain also after the averaging procedure. In general, the statistical
errors of an experiment affect its precision, while systematic deviations determine the accuracy of
a measurement.

Statistical errors

The discussion of the detection limit in the previous section already considers the statistical effects.
Consequently, the determination of the detection limit concurrently yields the precision of an in-
dividual measurement. The values computed for the slant column detection limit can be directly
transferred to the column precision as the noise in the optical depth considered above (ODerror)
leads to statistically fluctuating slant column results. The IO slant column results from satellite
measurements presented in the following chapters are typically averaged over at least 3 months and
therefore exhibit better precision. This may improve the precision by a factor of 4 as compared
to the experimental error values which are used for the detection limit calculation from individual
spectra above.

From the findings in the previous section that the experimentally identified residuals are at
most two times larger than theoretically possible, it can be followed that a major part (at least
50%) of the remaining residual is usually caused by statistical fluctuations. The statistical error in
seasonal averages of IO slant columns is then calculated to be at least 1×1012molec/cm2.

Inaccuracies due to spectral correlations and scaling errors

The accuracy is basically determined by three different types of systematic effects. The first type
causes interferences during the retrieval process. A typical example is the spectral correlation
between two or more trace gases considered in the retrieval. Inaccuracies in the cross section
spectra, approximations in the calculation and consideration of the Ring effect and stray light as
well as unidentified spectral structures and left over instrumental effects (such as the memory effect
or similar) also belong to this category. The consequence are residual features, which increase the
possible error in the retrieved trace gas amounts.
This part of the systematic errors is minimised by the specific choice of retrieval parameters. Largest
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systematic error sources are thus largely excluded by the consistency checks presented in Sec. 2.2,
but some particular inaccuracies might remain. In Section 3.1, some irregular, negative slant column
values will be pointed out. These values are on the order of 3×1012 molec/cm2 in averaged data,
so some systematic influence on this order of magnitude from spectral correlations is possible, but
can be largely prevented by consistency checks.

A second type of influences are scaling errors, which are not attributed to disturbing effects
during the retrieval process. These errors would even occur under perfect measurement and retrieval
conditions, i.e., especially also for simulated measurements without noise. One prominent example
of this class of errors is the temperature choice for the cross section reference. All absorption
cross sections depend on the temperature of the absorbing molecules. Due to thermal energy and
the resulting occupation probabilities of energy levels, line strengths typically decrease with rising
temperature. The applied IO cross section in this study has been measured in the laboratory at room
temperature, 298 K (Gómez Martín et al., 2005; Spietz et al., 2005). Temperatures in Antarctica,
e.g., are colder and therefore the absorption strength per molecule is stronger. As a consequence,
the retrieved IO amount will be systematically too high by some percentage. IO spectra at other
temperatures are not available, but estimations using BrO as measure for comparison are possible,
for which cross sections have been determined by Fleischmann et al. (2004) at various temperatures.
Adjusting the differential absorption line magnitude measured at 298 K to the one at 243 K, e.g.,
requires a scaling by 17%. Depending on region and temperatures, the effect may be differently
strong, but generally ranges between 0 and 20%.

Additionally, a third category of individual influences can be distinguished, with mostly varying
impact and typically leading to offsets on the retrieved amounts.
The presence of clouds may introduce such additional errors. The impact of clouds on the AMF
has been mentioned in Sec. 2.3 and the effect of clouds on the retrieved IO slant column maps will
be discussed separately in Sec. 2.7. In principle, clouds may obstruct the IO column partly from
the satellite’s view, so that the retrieved IO columns are expected to be too low in the presence of
clouds above the IO layer. In case of overlapping volumes of clouds and IO presence, the influence
is less definite.
An additive slant column offset may result from the choice of the background Earthshine spectrum.
In case some IO is present at the chosen location, this will be subtracted from the other regions.
However, the background reference location has been chosen such that no IO is recognised there.
Depending on how the background spectrum is considered and calculated, the resulting IO column
can vary slightly. Calculations show, that the impact is on the order of below 1×1012molec/cm2.
However, this is the same for all regions on Earth and does not influence an individual measurement
or location. Spatial comparisons remain entirely unaffected by this source of uncertainty.

Summary of error estimates

Statistical errors: ± 1×1012molec/cm2.
Systematic errors: ± [ 20% + 1×1012molec/cm2 + (3×1012molec/cm2) ].

The last term of (3×1012molec/cm2) is set in parentheses as this contribution can be largely sup-
pressed and avoided by consistency tests and quality inspection of the overall fit result. Including
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the additional term, the overall error could exceed 5×1012molec/cm2. Typical overall errors, how-
ever, lie on the order of ± 2-3×1012molec/cm2. On the colour coded maps of satellite data the error
sources and resulting error bars are not representable, so the above discussion needs to be kept in
mind.

2.6 Example results of global IO columns

In the next sections, spatially resolved maps of IO are used for discussions and comparisons of the
quality and consistency of the final IO product. As a point of comparison, a first map of the standard
IO columns discussed above is placed in Fig. 2.12, also as published in Schönhardt et al. (2008).
In the following discussions, influences on the IO results and potential irregularities in the product
can then be assigned and highlighted accordingly. No scientific interpretation and discussion of the
observed IO values themselves or the spatial and temporal distribution is given here. This is subject
of Chapter 3.
In Fig. 2.12, the results of the IO slant columns are shown on a global map of the Earth. For the
results of the standard IO retrieval, the same colour scale (given on the right in Fig. 2.12) is used
throughout this study. The chosen colour scale combines values below 3×1012 molec/cm2 into larger
intervals and is followed by smaller and linear steps above. The map shows an average over three
months of the year 2005, from September to November. This time period of Southern Hemispheric
Spring will become important in the scientific analysis and discussion (cp. Sec. 3.2). The values
entering these final maps of IO amounts obey a quality criterion limiting the optical depth rms

to values better than or equal to 4 · 10−4. (This causes results to be discarded, if the fit residual
becomes larger than twice that specific noise level which would lead to the typical experimental
detection limit of 7 · 1012molec/cm2 for the IO slant column.)

2.7 Cloud screening

While clouds are no problem in some other wavelength ranges such as the microwave, visible ra-
diation experiences scattering and reflection at clouds, so that measurements are in some cases
considerably affected. Clouds in the field of view can cause a positive or negative bias for the re-
trieved trace gas amount depending on the altitude profile of the trace gas and on cloud properties,
or might introduce other systematic problems. In principle, it is desirable to apply a cloud screening
algorithm to the satellite data, which filters out scenes where clouds have a considerable impact.

Nevertheless, no cloud correction scheme was routinely applied to the standard IO product for
specific reasons. One special interest is the investigation of IO in the high latitude regions. Some
reflectivity properties of ice and snow are very similar to those of clouds so that a reliable separation
of clouds from ice and snow is not routinely available yet. Of course, it is possible to apply some
cloud criterion in the other regions on Earth, but not for a consistent global data set. While the
advantage of applying a cloud screening is the reduction of possible systematic errors, an essential
disadvantage, which is especially present for retrievals of small optical depths, is the loss of data
and therefore a reduced benefit from the averaging procedure. It needs to be judged individually,
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Figure 2.12: Global map showing slant column results of the standard IO fit. The IO columns
are averaged over the time period of September to November 2005 and the colour code applied is
shown on the right. Scientific discussion of these results is topic of Chapter 3.

which cloud screening settings are appropriate for which task.
The potential influence of clouds on the IO product was investigated in two test studies presented

in the following. First, a simple cloud screening method was used for lower latitude regions, where
measurements are not influenced by snow and ice. In a second test, a new and promising surface
classification method, which has recently been developed at the IUP Bremen, will be applied to
observations also above highly reflecting regions like the Antarctic. Distinguishing ice surfaces from
bright clouds is supposed to be possible with this method, which consequently shows a high potential
for cloud screening in high latitudes for the future.

2.7.1 Cloud screening with an intensity criterion

Concerning radiation in the visible wavelength region, one basic property of clouds is their high
reflectivity. The overall intensity of a recorded spectrum is influenced by the amount of reflecting
clouds within the field of view. From this simple consideration cloudy scenes may be roughly
distinguished from cloud free ones.
The reality is more complex, as the reflectivity properties of clouds can be extremely variable, high
and thick clouds reflect and scatter photons differently than low and thin clouds. Additionally, the
variations of scattering and reflection properties are not clearly linked to the effects on the trace
gas product, i.e., a highly reflecting cloud does not necessarily affect the trace gas retrieval most.
The application of an intensity criterion nevertheless shows if the measurements are systematically
affected by clouds and if artefacts are introduced.

A suitable limit for the overall intensity needs to be chosen, from which value onwards a scene
is defined as too cloudy and is discarded from the product. The limit needs to lie between the
lowest and highest occurring intensities, where under comparable conditions the lowest intensity
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corresponds to a completely cloud free view and the highest occurs for a closed cover of bright
reflecting clouds. The lower the threshold is set, the clearer the view needs to be for the measurement
to pass the criterion. There is no fixed definition for the magnitude of this limit and it will in any
case depend on the wavelength region in which the analysis is performed.
In the present case, a value of 1× 105 Counts/s provided a suitable intensity threshold. In order to
apply this criterion, two steps need to be taken. First of all, the recorded intensity in the respective
fitting window is averaged over all spectral detector pixels. Secondly, the intensity value is divided
by the cosine of the solar zenith angle (valid for Lambertian reflection) to account for the relative
darkening per ground area of a scene at low sun.

In order to determine the above threshold, Sciamachy’s PMD channels are helpful. From their
different wavelength bands (cp. Sec. 1.9.1), a visual colour in the sense of an RGB (Red-Green-Blue)
code can be calculated. This data is readily available and could be used without further processing
within this study. When plotting the visual impression from the PMD values, cloudy scenes appear
bright white over dark land or ocean regions. Figure 2.13 compares Sciamachy measurements
over Europe on 1st September, 2005. The left map (a) shows the visual impression determined by
the PMD data. Clouds can be distinguished from water and land in this figure, as the underlying
surface is dark. This is not possible for snow and ice covered regions. In comparison, the right
map (b) displays the intensity value recorded by Sciamachy in the standard IO fitting window
according to the colour scale on the right. Low intensities appear green, and higher values are
plotted in orange/red. The colour change to red is intentionally set at the chosen limit of 1 × 105

Counts/s. The agreement between red scenes in map (b) and cloudy areas in map (a) is reasonably
good, the cloud covered areas, e.g., Northwest of Norway and over France can be determined in
both pictures. It can also be recognized that some Sciamachy pixels where only a small fraction
is affected by visible clouds will not be discarded from the final product. The intensity criterion is
thus not absolutely strict and certain percentages of clouds are still allowed.

(a) (b)

Figure 2.13: The left map (a) shows the visual impression of the ground scene as determined
from the different PMD bands, where clouds (appearing white) can be distinguished from cloud free
areas. In the right map (b), the SZA corrected intensity as average within the IO fitting window
is plotted for the same day and region. The highest intensities (red) occur over cloudy areas and
would be discarded in the intensity limited product.

As an example of how the IO product is affected by this intensity criterion, Fig. 2.14 compares
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the IO product without an intensity limit (a) to the result after application of the threshold (b). All
bright regions are missing in the right map, especially the snow and ice covered Polar Regions and
Greenland are completely masked. When applying the intensity criterion many measurements are
discarded. This leads to a substantial increase in the final noise of the product, which is recognised
by strongly varying values in low latitudes. It can be seen that the overall IO values do not change
systematically and no specific artefacts are introduced when cloudy scenes are kept in the final data
product. Before this is not checked, one cannot know if some enhanced IO values might be due to
cloud related interferences in the measurements. However, this is not the case here.
This type of cloud screening is not useful in general for the IO product, as all ice and snow scenes
are completely lost. The main result of this comparison is that no large systematic errors or even
artefacts are introduced when omitting a cloud screening procedure.

(a) (b)

Figure 2.14: Comparison of the IO final product without a cloud screening procedure (a) and
after application of an intensity criterion (b) which only leaves measurements with intensities below
1 × 105 Counts/s in the result. This way, cloudy scenes but also snow and ice covered regions are
removed and the spatial noise is markedly increased.

2.7.2 Cloud screening using the PMD based classification scheme

Only recently, a new method has been developed which classifies the underlying surface and cloud
type of each Sciamachy measurement (Lotz et al., 2008). The different categories which are
considered in this classification scheme are listed in Table 2.5.

The method is called SPICS (Sciamachy-PMD based Identification and classification of Clouds
and Surfaces) and uses the Polarisation Measurement Devices (PMDs) of the Sciamachy instru-
ment (cp. Sec. 1.9.1). The PMDs have an overlapping field of view with the measurements in the
main channels. This is important, as the measurements by the PMDs are hence performed at the
same time and location as the nadir observations of channel 3 which are used for the IO retrieval.
As the PMDs measure at higher frequency, the ground resolution is higher than for the spectral
channels. From the PMD information, each Sciamachy measurement in the science channels is
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Surface type Cloud type Other
water ice clouds sun glint
vegetation water clouds
snow/ice generic clouds
land/soil
desert

Table 2.5: Surface and cloud types considered in the SPICS algorithm.

classified for a certain category and can in principle receive up to one classification from each of the
three columns (surface type, cloud type, sun-glint yes/no).

The principle of the surface type classification is based on the fact that the reflectivities of
different surface types have different spectral characteristics. Several constraints and thresholds
are applied for the classifications. Ratios of radiances measured by different PMD bands as well
as the reflectance values at certain wavelengths and also further derived quantities are used. For
details the publication by Krijger et al. (2005) and Lotz et al. (2008) should be considered. For
each Sciamachy measurement in a certain time period, the information about the allocated surface
types was provided by the developers of the SPCIS algorithm, W. Lotz and M. Vountas from the
University of Bremen. With this data, tests could be performed for several months in the year 2005.

In order to observe the effect of cloud screening on the satellite IO observations, all scenes which
SPICS classifies as water cloud, ice cloud or generic cloud are discarded from the IO product. The
outcome of this procedure shall be compared to the unscreened results. In Figure 2.15, global maps
of the IO slant column average for the three months of September to November 2005 are plotted in
the top panel. In the left map, the standard IO product is shown, and the right map contains only
those results which have not received any possible cloud flag. The scientific analysis of the IO results
themselves will follow in Chapter 3. The bottom panel of Fig. 2.15, shows the same IO products as
the maps at the top, but as a closeup of Antarctica. The performance over the Antarctic region is
of central interest as the discrimination between clouds and ice is a special capability of the SPICS
algorithm. This is important for the present study as one focus lies on observations of IO in the
Polar Regions.

One immediate perception is the reduced data amount in the right maps. Naturally, these figures
must contain less data and it becomes obvious that the data reduction has a noticeable influence on
the noise level and consequently on the spatial scatter. The maps without cloud screening make a
smooth impression in comparison to the maps where cloudy scenes were eliminated. Apart from this
finding though, the main features persist also after cloud screening. In the Southern Hemisphere
maps, the regions with highest IO values agree well for both cases and the overall column amounts
lie in the same range. This observation also holds true for the global plots. From the similarity of
the pattern one can conclude, that a missing cloud screening does not lead to systematic artefacts
in the standard product. Especially, no appearances of outstanding values over cloudy scenes is
observed.

The exact values of IO columns differ only slightly between the two results, when comparing
the average amounts in certain regions. Typical differences only lie below 1 · 1012molec/cm2. For
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Global Maps:

Southern Hemisphere:

Figure 2.15: Global maps and close ups of the Southern Hemispherie for the standard IO results
(left) and cloud screened results (right) using the SPICS algorithm. The spatial noise is increased
noticeably in the right maps, apart from that the systematic differences are only small, and no
artefacts are induced in the left maps by not rejecting cloudy scenes. Due to the new SPICS
algorithm, it becomes possible now in principle to use cloud screened products also above the Polar
Regions.
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tropospheric trace gases like IO, especially when the substance is expected to be located rather close
to the ground, the values received from an unscreened product should be lower than after cloud
screening. In the presence of clouds, a part of the IO abundance is shielded from the satellite view
and the average value would be reduced. The reason why the differences in the present comparison
are rather small may have different reasons. However, the consideration above is generally true only
for trace gases which do not vary much in time. IO amounts are usually temporally and spatially
highly variable though, so the exact values seen by the satellite instrument can not be generalised
easily. Scenes which are classified as cloudy often still exhibit partly cloud free regions. In the
remaining area, still a considerable amount of IO may be detected if present. This measurement
would then be missing in the screened product and would lead to a contrary influence than usual.
In addition, the presence of some IO at higher altitudes, partly above clouds, cannot be entirely
excluded. In order to see definite systematic differences between the uncorrected and the cloud
screened product, a larger data amount would need to be considered. This will be done in future
studies.

In Sec. 2.3 the difference between bright and dark surfaces in the presence of clouds has been
mentioned. Pieces of clouds over ice scenes affect a satellite measurement less than cloud fractions
over dark surfaces like oceans. For dark scenes, the intensity from the cloudy part is much stronger
leading to an overbalance of this part with respect to the cloud-free part, whereas over ice, the
weighting of cloudy and the cloud-free fractions is about the same.

The important result from this initial comparison is that no considerable artefacts are introduced
when also the cloudy scenes are kept in the IO product.

2.8 Influencing effects on the retrieval

In the process of finding the most suitable retrieval settings for IO from the Sciamachy data,
several parameters needed to be varied and the retrieval results needed to be analysed. A multitude
of different retrieval parameter sets have been investigated, testing the influence of additional or
modified fit settings and reference spectra. From the results of these test runs especially the fit
quality and the consistency requirements as described above have been evaluated. Some options for
alternative retrieval settings and their respective influences are reported here, and one especially
important example retrieval is selected for a detailed discussion below.

2.8.1 Investigated retrieval settings

The following changes and additional options have been tested in the retrievals. The utilised data
for the absorption features is listed in Table 2.6.

• Different fitting windows including different absorption lines of IO

• Additional trace gases like O4, H2O(g), and/or Glyoxal (CHOCHO)

• Different or additional cross section temperatures for NO2

• Consideration of the vibrational Raman scattering in liquid water
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Influencing Effect Comments Reference

Absorption by O4 laboratory spectrum at 296 K Greenblatt et al. (1990)

Absorption by CHOCHO laboratory spectrum at 296 K Volkamer et al. (2005)

NO2 temperature effect laboratory spectra, 293K & 223 K Bogumil et al. (2003)

Absorption by water vapour laboratory spectra HITRAN data base

Vib. Raman scattering on H2O(liq) Sciatran calculation Vountas et al. (2003)

Table 2.6: Additional atmospheric effects on transmitted radiation considered only in selected test
retrievals

From the tested retrieval settings, the fitting window leading to lowest errors and interferences
lies around 416-430 nm. In this region, the oxygen dimer O4 and H2O vapour absorption are not
significant and therefore don’t need to be included. It is inevitable to include these gases when
using wavelength windows exceeding 440 nm. The consideration of CHOCHO in the retrieval leads
to apparently incorrect results for high latitudes, also the strongest absorption lines lie beyond the
selected wavelength window.

The different temperatures of NO2 show little impact on the fit quality and the IO amounts
in the chosen spectral range, therefore only one temperature is taken into account in the standard
fit. In some retrievals, the VRS showed the wrong algebraic sign in some locations. In the current
fitting window, VRS does not show a large influence on the retrieval and is therefore omitted in the
standard product.

When selecting the retrieval parameters, the number of variables in the fit should be kept small
in order to avoid over-determination of the system of equations. Especially for small wavelength
windows this is an important issue. From the number of spectral points in the measurements
(corresponding to detector pixels) and the width of the slit function, the number of independent
pieces of information is determined. The number of free variables in the fit should not exceed this
value and also should not lie too close due to the remaining noise in the measurements. Therefore,
the numbers of fitting parameters is kept as small as possible.

Of all tested parameter combinations, some retrieval results and retrieval failures of one selected
parameter set are presented in the next paragraph. This specific retrieval is chosen as example here
for several reasons. Straightforward and likely choices of parameters have been made, so initial
retrieval attempts used parameter sets similar to this one. The retrieval results show interesting
error features and correlations. Furthermore, the considerations connected to this retrieval are of
importance for later comparisons to an independent study (cp. Sec. 4.2).

2.8.2 Retrieval in the 418-438 nm window

The retrieval version discussed in this paragraph is Version 0.27i. In principle it would be desirable
to select a fitting window that includes at least the three most intensive absorption features from the
absorption cross section spectrum of IO. These are the absorption bands from (ν ′ = 3 ← ν ′′ = 0)
to (ν ′ = 5 ← ν ′′ = 0) of the A2

3/2 ← X2
3/2 transition, cp. Fig. 1.4, and lie between 418 and 438 nm.
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In several test runs therefore, this fitting window was chosen for the retrieval of IO.

Parameter Settings
Fitting window 418 - 438 nm
Additional trace gases NO2 temperature effect (293K - 223K)

O4 absorption
vibrational Raman scattering in H2Oliq

Table 2.7: Fit settings for the problematic retrieval V0.27i different from the standard fit.

The results for this window showed some problems, which do not allow proper IO retrieval in this
spectral range. For the problematic retrieval, the relevant settings which are different from the
standard fit are listed in Tab. 2.7. First evidence of irregularities in the fit can be seen in Fig. 2.16.
Global maps of the retrieval results for IO from the problematic retrieval settings are shown, aver-
aged over the month of October 2005. In the left map, the fit quality is limited corresponding to
an optical depth rms of 5 × 10−4, and some regions with high IO slant columns are visible. After
applying a more strict criterion of rms < 2 × 10−4 in Fig. 2.16(b), the results look completely
different, as all high IO results vanish. A correlation between lower fit quality and the detection
of high IO amounts is thus identified. This is the most direct evidence for fundamental retrieval
difficulties.

An additional observation is that the regime of specific fit parameters here is highly unstable
with respect to certain fit settings. In similar retrieval runs, where only minor setting changes were
applied (e.g. a different choice of the calculated VRS spectrum), the IO signatures flip their sign,
i.e., locations with high IO in Fig. 2.16(a) then exhibit strongly negative IO slant columns. The
spatial correlation of IO and high rms-value in the global picture remains in all similar retrieval
runs.

(a) (b)

Figure 2.16: Global maps of IO results from the retrieval in the problematic 418-438 nm window.
The two cases show results after application of differently strong quality criteria. A correlation of
lower fit quality and higher IO amounts is identified.
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(a) (b)

Figure 2.17: (a) shows the spectral IO fit result with the scaled laboratory cross section in blue
and the fit result including the residual spectrum in black. The detection of a high IO amount is
the consequence of a strongly structured residual. (b) shows the result from the same measurement
for the poor fitting of the Ring effect. It becomes clear that several features in the spectrum are
not properly captured.

Spectral fit results

A spectral fit result of a typical failed retrieval is displayed in Fig. 2.17 for a measurement where
high IO was detected. The figure contains two curves, the blue curve is the scaled laboratory
spectrum of the absorption cross section, the black line is the respective measurement fit result of
the absorption spectrum containing the residual spectrum. Strong spectral structures appear in the
residual, which are clearly not related to pure noise. Partly, the IO cross section coincides spectrally
with otherwise unassigned structures so that an IO signal is picked up. From this poor fit result, it
must be concluded that the retrieved IO amount here is the result of an improper retrieval process.

The shape of the fit residual displayed in Fig. 2.17(a), occurs persistently whenever especially
high IO amounts are detected. Such a stable, highly structured residual indicates an underlying
fundamental problem. The most probable cause here was identified to be the fitting of the Ring
effect. The respective fit result for the Ring effect is displayed in Fig. 2.17. The differences between
the fit and the calculated spectrum are especially strong at the pronounced features of the Ring
effect. In many places, either the peaks or the minima are not well captured.

Circumstances for scenes with large fitting errors

The fact that high IO amounts are connected to the persistent structure, is demonstrated in
Figs. 2.18 - 2.20. The visual colour from the PMD measurements is shown in Fig. 2.18(a), where
clouds appear in white, for the 1st of September, 2005, over East Asia and the IO slant column
results on the right (b) for the same time and scene. In several cases, the high IO amounts coincide
with the occurrence of clouds. The central measurement state over Asia from Fig. 2.18 is picked out
in Fig. 2.19 with four single measurements selected and numbered for closer investigation. Fig. 2.20
shows the fit results of four Sciamachy measurements in comparison. The measurements number
1 and 3 are not strongly affected by clouds and the residual of the retrieval is comparably small and
only slightly structured. For measurements number 2 and 4, where bright clouds cover the field of
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view, the residual is significantly larger and strongly structured. In particular, the structures are
strikingly similar in both cases. Obviously, a systematic irregularity in the retrieval occurs above
bright surfaces such as clouds and ice (Fig. 2.16), prohibiting reasonable IO retrieval with these
parameter settings.

(a) (b)

Figure 2.18: Satellite measurements for which spectral fitting results are shown in Fig. 2.20. (a)
shows the PMD visual impression, where clouds are seen in white, and (b) gives the IO results from
the problematic fit, where in most cases, high IO values are correlated with cloudy scenes.

Possible physical reasons for the fit errors

The systematic occurrence of the stable residual shown in Figs. 2.17 and 2.20 asks for explanations
of its origin. The IO results in Fig. 2.16 and 2.18 show the relation of IO detection in scenes with
either bright clouds or bright (ice) surfaces. However, not all ice covered regions and cloudy pixels
are affected. Additional circumstances must play a role.

The spectral structures in the strong residuals are prominent around the 430-431 nm region and
vanish if the fitting window is restricted to wavelengths below. This hints at a possible connection
between the inaccurate fitting and the Fraunhofer G band (cp. Fig. 1.7). Being the most prominent
Fraunhofer feature in the considered fitting window, the G band also exhibits the strongest infilling
(Sec. 1.6.3). The Ring effect must be well described at this spectral position, otherwise errors are
induced. One possible explanation is that the Ring effect spectrum used in the retrieval does not
capture this position well in certain situations. In addition to the Ring effect, the Fraunhofer lines
play a role also for other effects, like the impact of instrumental stray light on the measurements or
the polarisation sensitivity of the instrument.

12

34

Figure 2.19: Sciamachy state from the
map shown in Fig. 2.18 with four num-
bered ground pixels, for which retrieval
results are shown in Fig. 2.20 to demon-
strate the connection of incorrect fitting
with cloud cover.
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2 1

4 3

Figure 2.20: Fit results for the four ground scenes numbered in Fig. 2.19. Cases 1 and 3 are above
cloud free scenes, the IO values are small and the residual largely unstructured. Cases 2 and 4
however, are chosen over cloudy satellite pixels and both show the same highly structured residual
spectrum. These systematic effects lead to improper fitting and erroneous results here.

The Ring effect changes its shape and strength as consequence of several effects. One straightfor-
ward influence of clouds is the shielding of the lowest part of the atmosphere, where most scattering
molecules are situated, thereby reducing the Raman scattered portion in the radiation. The infilling
of absorption lines will be smaller in case of a high cloud. This effect can actually be used to derive
the cloud top height from satellite measurements (Joiner and Bhartia, 1995; de Beek et al., 2001).
Also above bright scenes such as ice on the Earth surface (which is a similar situation to very low
clouds) the Ring effect is slightly weaker than over very dark surfaces, as the Raman scattering is
overbalanced by Lambertian reflection and infilling is somewhat reduced. In the case of a bright
cloud, if part of the atmosphere is shielded and all other parameters are kept constant, the major
influence on the Ring effect is a change of the strength. In addition, the spectral shape of the
Ring effect may change in dependence of the surface albedo, as the albedo impacts on the typical
light path length through the surface layers. Different wavelengths will then experience differently
strong Raman scattering. This effect is not taken into account in the retrieval, as it does not lead
to any noticeable problems. The Ring effect used in the retrieval is calculated for an albedo of 90%,
and there are no systematic irregularities for dark surfaces. Also, the problems over bright scenes
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are restricted to certain situations. Tests with Ring spectra calculated for varying conditions (e.g.,
changing surface height, SZA, ground spectral reflectance) did not improve the situation in the large
wavelength region. A pure influence from the Ring effect as single cause for the fitting difficulties
in the 418-438 nm window calculation is regarded unlikely, mainly due to the selective appearance
of the problem. However, a combined influence of the Ring and other effects might become relevant.

One aspect which is affecting both situations similarly, the cloud case and the bright surface, is
the enhanced stray light influence. This occurs especially if a spectral part outside the fitting window
is increased. Above visually bright surfaces, the longer wavelength part of the spectrum is enhanced
relative to the shorter wavelengths as compared to darker scenes where the shorter wavelengths
dominate due to the λ−4-dependence of the Rayleigh scattering probability. The spectral shape of
the stray light influence resembles that of the Ring effect (and is therefore most prominent at the
Fraunhofer line positions), which may be illustrated in the following way. The intensity I recorded
by the instrument is generated by the sum of elastic and inelastic scattering: I = Iel + Iinel, and
ln(I) = ln(Iel) + ln(1 + Iinel

Iel
). For the case of dominant elastic scattering I ≈ Iel >> Iinel, the

following approximation is valid:

ln(I) ≈ ln(Iel) +
Iinel
Iel
≈ ln(Iel) + f · 1

I

In the last step, by applying a constant factor f , the wavelength dependence of Iinel is neglected
in comparison to the wavelength dependence of Iel, which is strictly not true but may be used as
an approximation. Considering the DOAS fitting method, this corresponds to using 1

I as pseudo
absorber for the Ring effect and f as the associated fit factor. Before the Ring effect was calculated
by radiative transfer models, the inverse of the radiance was used to account for the infilling in
ground-based measurements (Johnston and McKenzie, 1989; Noxon et al., 1979). Although this is
only a rough approximation, the similarity to the stray light approximation in Sec. 1.8 is appar-
ent, for the case of constant stray light amount. Due to these relations, spectral features at the
positions of the Fraunhofer lines are always most prominent in both effects. The resulting spectral
correlation between Ring and stray light effect may generate fitting errors if one or both effects
are strong and not precisely accounted for. Possibly, the consideration of the stray light is not
sufficient in the presently implemented way. However, the distinctive features in the retrieval do
not occur above all bright scenes where stray light is large, but only over some of them. If stray
light is one cause of the error features, again there needs to be a combination with a further influence.

A third process which leads to spectral structures at the Fraunhofer lines is the polarisation
sensitivity of the instrument. In general, light transmission through a grating spectrometer is
polarisation sensitive due to polarisation dependencies of the optical components (mirrors, grating).
Therefore, the recorded signal at the detector will depend on the polarisation degree of the incident
radiation. The polarisation state of the radiation field is described by the Stokes vector S =
(I,Q, U), where I is the total intensity, Q = Ip − Is is the intensity difference between horizontal
and vertical polarisation (with respect to the spectrometer entrance slit) and U = I+ − I− is
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the intensity difference of the radiation polarised at angles of ±45◦ (Gottwald et al., 2006). The
polarisation sensitivity of a system may be specified by a Mueller matrixM (Hecht, 2001; Gottwald
et al., 2006). With the radiation terms at the detector marked with subscripted det and the incident
radiation terms with in, the transmission of radiation through the instrument follows the equation: I

Q

U


det

= M ·

 I

Q

U


in

The first entry in the detector Stokes vector is the actually recorded intensity Idet, which enters the
DOAS analysis procedures. With the matrix elements Mij the recorded intensity reads:

Idet = M11Iin ·
(

1 +
M12

M11
q +

M13

M11
u

)
with q =

Q

I in
, u =

U

I in

In the following, the considerations are restricted to the dependence on q for simplicity, as the
u-dependency is equivalent. The quantity q is the standard polarisation degree. For optical sensors
often the function η is determined in pre-flight tests, from which the matrix elements M11 and M12

are calculated by M12
M11

= 1−η
1+η . Considering the optical depth between the recorded intensity and an

reference intensity I0, which is the term analysed in the DOAS-algorithm, this can be written as:
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Idet
I0

)
= ln(M11) + ln

(
Iin
I0

)
+ ln

(
1 +

1− η
1 + η

q

)
(2.1)

≈ ln(M11) + ln
(
Iin
I0

)
+

1− η
1 + η

q (2.2)

The approximation holds if polarisation is not too strong, otherwise the impact is even more promi-
nent. The last term in the equation depends on the inverse intensity I−1

in and is therefore similar to
the effects discussed above. However, the wavelength dependence of the factor in front of the inverse
intensity and especially that of Qin are comparably strong and often cannot be approximated by a
constant or linear function as this is done for the stray light effect (cp. Sec. 1.8). Furthermore, Qin
is typically not known.
The polarisation degree strongly depends on the ratio of the different scattering types (Rayleigh, Ra-
man and Mie), because Rayleigh scattering is strongly polarising, Raman scattering is only weakly
polarising and Mie scattering is not polarising. The polarisation degree of the backscattered radi-
ation therefore depends on the respective scene. Over clouds, e.g., Mie scattering is strong. The
reference spectrum I0 over the Pacific is taken over a clear scene, so that mainly Rayleigh scat-
tering contributes. The polarisation difference between the reference scene and the bright scenes
over clouds and ice may lead to additional structures in the spectrum which are not described
by the applied cross sections. In addition, the degree of polarisation also depends on the scatter-
ing angle, i.e. on the viewing angle of the satellite and the position of the sun. This may explain
the observation, that the large residuals over clouds and bright surfaces only occur in some locations.

In conclusion, the fitting difficulties in windows covering the Fraunhofer-G line around 431 nm
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are possibly generated by a combination of several influences which are strong at this wavelength
position. Spectral correlations of the IO spectrum with remnants of the G-band, the applied correc-
tion spectra for Ring and VRS then cause products which are more the result of mutual correlations
than of real atmospheric conditions. The most probable impact results from the polarisation sen-
sitivity of the instrument and may be improved either by a better polarisation correction of the
Sciamachy raw spectra or in future instruments by employing a polarisation scrambler at the
entrance of the sensor.

Consequence for the choice of fitting window

In the 418-438 nm range, no fit parameter set has been found so far, where the deficiencies at the
Fraunhofer-G line are properly eliminated. The fit either tends to strongly negative (not shown
here) or strongly positive (cp. Fig. 2.16) IO amounts. These problems need to be solved before the
retrieval of IO in a spectral window spanning more IO absorption lines can become successful. As a
consequence of the difficulties in the 418-438 nm window, the IO retrieval has been restricted to the
spectral range of 416-430 nm, yielding the standard IO retrieval. This way, the discussed problem of
strong residuals resulting from a poor fit around 431 nm is avoided. An even better retrieval of IO
might be achieved, if the measured radiances in this spectral range were better understood. Future
investigations should consider the polarisation sensitivity of the instrument as one likely cause for
the strongly structured and large residuals in certain cloud or ice scenes. As soon as the question is
solved, which influences exactly provoke the retrieval inaccuracies, new retrievals in a larger fitting
window may be conducted.

2.9 The choice of the background spectrum

Considerations in this section use results from the IO fit Version V2.54 (cp. Sec. 2.2.1). For this
data product, the large Pacific region shown in Fig. 2.21 is chosen as reference, overlapping the
Pacific reference region of the standard V1.28 product (cp. Fig. 2.4), but being larger causing a
higher degree of averaging.

Figure 2.21: Map showing the large Pa-
cific reference region (Version 2) used in
this section and as standard reference re-
gion for the IO data version V2.54.

For the performance of a DOAS retrieval, the choice of the background spectrum (I0) may be
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crucial. While a solar reference spectrum containing no atmospheric absorber signatures would be
one appropriate choice, this may cause decreased retrieval quality in some cases. This is due to
two reasons - the noise level in Sciamachy solar spectra is higher than in an averaged earthshine
spectrum and additionally the possibility for retrieval artefacts is higher. This can be caused, e.g.
by a large spectral influence from the Ring effect, which is not present in direct sunlight but is
prominent in Earthshine measurements of scattered and reflected sunlight in spectral windows with
strong Fraunhofer lines (cp. Sec. 1.6.3). In addition, the impact of some remaining calibration
inaccuracies, which are similar for individual Earthshine scenes but may be quite different for the
Solar spectra, may be reduced this way. When comparing two Earthshine spectra, and forming their
ratio in the DOAS retrieval (cp. Sec. 1.8), part of these effects cancels out. Therefore, the choice of
an appropriate Earthshine spectrum as background usually leads to the most stable fit results here.

As instrumental characteristics and parameters might experience temporal drifts, a background
spectrum close in time often is a necessary choice. Additionally, the location of this background
spectrum has to be chosen carefully. The best choice is a location, where the specific trace gas under
investigation is not present or, alternatively, where its amount is well known. Instead of using a new
specifically generated Earthshine reference spectrum every day, a modified procedure can be used.
A constant Earthshine spectrum from a fixed time and place is applied and in a second step, the
influences of instrumental drifts on the retrieval are eliminated by subtracting the averaged daily
fit result in the background location from the individual measurement. The mathematical basis for
this procedure is given by the following equation:

ln
(
I(ti)
I0(ti)

)
= ln

(
I(ti)
I0(tc)

)
− ln

(
I0(ti)
I0(tc)

)
, (2.3)

where I and I0 are the intensities measured at any location on the Earth and in the background
region, while ti and tc denote any time (day) of measurement and the fixed day of the constant
background spectrum, respectively. The second term on the right hand side ln( I0(ti)

I0(tc)) describes the
differences in the background spectrum at different times and may contain a background offset of
the trace gas of interest. The left hand side of the equation above refers to the retrieval with daily
reference, while the right hand side uses the fixed reference in combination with subtracting the fit
result in the background region every day. The second approach is used in most of the fits including
the standard fit and from the basic principle, this procedure should be functional. For the real
retrieval though, it shall be shown exemplarily that there is no big difference for the IO retrieval
result between the two methods.

The pure Version V2.54C (tag C) uses a constant background Earthshine spectrum from the
1st September 2007, extracted from within the reference region. For everyday normalisation to the
reference region, the daily average of IO in the reference region is subtracted. The final product is
then referred to as Version V2.54C-AVE. The equivalent fit parameter set with the only difference
of using a daily (tag D) reference is Version V2.54D. These two retrieval settings shall be compared
in the following.

The comparison is now performed for two different days, the 20th September 2006 (different
year than but same season as the constant background spectrum) and the 9th March 2006 (different
year and different season). For these days, all recorded Sciamachy spectra within the reference
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region are averaged to yield reference spectra for the specific days to be used in the fit V2.54D.
Comparisons of the results are shown in Fig. 2.22, where the IO slant column results from the entire
satellite orbit (20060920_183 and 20060309_190) are plotted versus the respective latitude of the
measurement. The IO fit results with daily reference, IOD(lat), are marked by red squares, the blue
triangles show the retrieval using constant reference, IOC(lat), and subsequent offset correction by
the average IO in the reference region, IOC,AVE. Differences between the two methods are small
and cannot be distinguished in this graph.

(a)

(b)

Figure 2.22:
Resulting IO slant column amounts for
two sample orbits in March (a) and
September (b), 2006. In each graph,
the results of two different methods are
compared, which deal with the Earth-
shine background spectrum in different
ways. Retrieval V2.54D (red squares)
uses the daily average Earthshine from
the background region, while the ver-
sion shown in blue triangles uses a con-
stant reference from the 1st Septem-
ber, 2007. For the latter case, the daily
average IO amount IOC,AVE in the ref-
erence region is subtracted in a sec-
ond step, yielding the plotted version
V2.54C-AVE. The two methods yield
results which are equal within small de-
viations.

Day Global mean ∆̄ Standard deviation σ(∆) Reference offset (IOC,AVE )

20.09.2006 -0.09 0.06 -5.74

09.03.2006 0.86 0.10 -7.11

Table 2.8: Statistical information on the difference ∆ in IO results between Version V2.54C-AVE
and Version V2.54D (Equation 2.4). The unit of the values is 1012molec/cm2 .

The difference in retrieved IO between the two methods is calculated by ∆(lat), where lat is
the latitude:

∆(lat) = (IOC(lat)− IOC,AVE) − IOD(lat) (2.4)

Some statistical information for ∆(lat) from the investigated orbits is given in Tab. 2.8. Remaining
deviations on the order of <1×1012 molec/cm2 (often <1×1011 molec/cm2) are mainly caused by
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statistical fluctuations and retrieval uncertainties (cp. Sec 2.5). Overall, the difference between the
two methods is only small. Neither the trace gas results nor the fit qualities show specific deviations
or problems.
One advantage may be the reduced risk of error when using a constant reference. Better inspection
of the fit result is possible. Potential irregularities in the reference region can be seen in the pure
result before subtraction of the averaged reference offset and will not affect the global results.
However, both methods are regarded as suitable as long as no sudden instrumental change in the
time series occurs. In that case, a daily (or renewed constant) Earthshine spectrum is necessary.
Currently, the method of using a constant Earthshine reference is retained.
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After the retrieval of IO from Sciamachy data has been optimised, the detection of enhanced
amounts of IO in some regions on Earth becomes possible. Due to the fact that abundances of IO
are comparably small and often lie close to the detection limit (Sec. 2.4) of the satellite instrument, it
is not possible to observe short term transport events or the localisation of emissions on certain days.
It is necessary to average the resulting slant column values over certain time periods. Temporal
averaging always means a trade off between an improvement of signal-to-noise and a loss of temporal
resolution. With an averaging period of three months, e.g., the noise is considerably reduced as
compared to monthly or even daily results, but some temporal variation can still be resolved. The
strategy and period of averaging will be in each case adapted to the specific situation or objective
of analysis.

In the following, global results for IO observations using the currently most consistent retrieval
settings will be presented. All presented maps and time series of IO columns in this chapter show
data from Version V1.28 discussed in Sec. 2.2, which have partly been published in Schönhardt et al.
(2008). Alongside an overview over the global results, several interesting regions are highlighted.
As one main focus of this study lies on iodine in the Polar Regions, IO amounts and seasonal
variations over Antarctica are discussed. The new findings are presented and possible approaches
for interpretation are explained. A further interesting region discussed in this chapter is the Eastern
Pacific and finally some locations on the Northern Hemisphere.

3.1 Global observations

As an overview, complete global maps for certain time periods are considered. The global maps allow
a view also onto regions where no iodine measurements have been undertaken before. Enhanced IO
amounts above the respective detection limit are found in cases of widespread sources and favourable
conditions.

Figure 3.1 shows the average of all retrieved Sciamachy IO observations over a time period of
four years with a spatial resolution of 0.25o × 0.25o. The slant column amount is shown in colour
code, which is displayed on the right. The colour code applied here is the same as introduced in
Sec. 2.6 and will be consistently used throughout this study for the standard IO results, so that all
plots can be directly compared with each other.

Over large areas of the Earth, IO columns are below the detection limit. Following the detec-
tion limit, precision and accuracy considerations (Sec. 2.4 and 2.5), mainly IO columns exceeding
3 · 1012molec/cm2 are investigated and further discussed. Regions with sufficiently long lasting
and widespread enhanced IO values can be distinguished. In this average over several years, the
maximum values reach up to about 7 · 1012molec/cm2 . The largest and widest spread values are
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found close to and over Antarctica, especially in the Weddell Sea, over shelf ice regions and at
coast lines. There have been ground-based measurements in Antarctica also showing enhanced IO
amounts in certain times of the year, which will be discussed in more detail in Sec. 4.1.

Figure 3.1: Global slant column amounts of IO averaged from June 2004 until May 2008.

Seasonal plots averaged over four years based on the same data are displayed in Figs. 3.2(a)-(d).
It becomes visible, that the IO values around Antarctica are not constant over time, but exhibit
annual variations. These findings are subject of Section 3.2 and 3.3.
Apart from the prominent South polar region, also other areas exhibit enhanced slant column values
of IO. Looking at the equatorial Eastern Pacific Northwest of South America, enhanced IO values
are observed. More details on this region follow in Sec. 3.4.
Not visible in the maps presented here, there are also notions of enhanced IO values on the Northern
Hemisphere. Special aspects in the retrieval play a role for the results there and need to be discussed
carefully (cp. Sec. 3.5).

Two irregularities need some attention. First, the IO values show a tendency to smaller and
even negative values towards and on the Northern Hemisphere. This fact has influences on the
choice of the reference region when analysing the results in Northern regions and will be discussed
in Sec. 3.5.
A second point of concern are the clear ocean regions mainly in the Pacific and also in the Atlantic
and Indian Ocean. In areas without biological production (ocean deserts) where the water is very
clear, influences on the retrievals of several trace gases occur, probably by light that travels through
the water for a certain distance before being backscattered into space. For IO, which is a minor
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(a) (b)

(c) (d)

Figure 3.2: Global slant column amounts of IO averaged for different seasons. Taken from the
overall time of June 2004 to May 2008, the periods cover (a) March-May for 2005-2008, (b) June-
August 2004-2007, (c) September-November 2004-2007, (d) December-February 2004-2008.

absorber and where amounts are usually very close to the detection limit, the interference of light
with processes in water may have a strong influence and cause systematic negative values over these
ocean deserts. This perception has led to the analysis presented in Chapter 6.

3.2 Observations of IO in Antarctica

Some local measurements in Antarctica have reported observations of IO before (Friess et al., 2001;
Saiz-Lopez et al., 2007b) and also of organic iodine components, e.g. CH2I2 (Reifenhäuser and
Heuman, 1992; Carpenter et al., 2007). Measurements of iodine species in the Antarctic are generally
sparse and it is a major interest to investigate this area further. Observations from space may be
of great support in order to analyse amounts and variations of IO and also possible connections
between IO and BrO, as well as between IO and ice cover.
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3.2.1 Seasonal variation of IO in Antarctica

For the observations of IO in and around Antarctica, it is convenient to look at polar maps. The
graphics in Fig. 3.3 cover the Southern Hemisphere up to 40◦ Southern latitude and show seasonal
averages of the IO slant columns for the periods March-May, June-August, September-November
and December-February. The overall time period of the data shown is June 2004 to May 2008,
and each map represents an average over 4 subsequent years so that the noise level is strongly
reduced. The temporal variations in the distribution of IO values in and around Antarctica show
similar signatures every year which will be seen later. Therefore, the results can be averaged over
subsequent years and meaningful conclusions can still be drawn.

Starting in Austral spring (i.e. from around September in the Antarctic), large values of IO
occur in the Weddell Sea, in shelf ice regions and along the Antarctic coastlines (Fig. 3.3a). Also
on the Antarctic continent, positive IO values are apparent. The largest average values reach up
to about 8×1012 molec/cm2. Single measurements can be considerably higher, e.g., a fit result of
2×1013 IO molec/cm2 was presented in Chapter 2. The IO amounts are then lower in the summer,
but still remain above detection limit in some areas. An increase of the amounts and the covered
area towards the autumn period again can be recognised. In South polar winter, no light is available
for this type of satellite observations. Regions without data appear white in the images. But also at
the rim of the measurement region, no systematically enhanced values are observed. At this border
of the measurement region in winter time and also in some extent for the autumn time, a larger
amount of scattering is apparent in the data. This is due to a smaller amount of data points which
fulfill the criterion of having a SZA below 84◦.
Several aspects of this general seasonal variation found in the satellite IO observations shall be
analysed in more detail now.

3.2.2 IO time series at Halley Station, Antarctica

The annual cycle roughly described above may be observed in more detail when looking at time
series for certain locations. A time series extracted from around Halley Station (cp. Fig. 3.4),
situated in Antarctica at 75.5◦ S, 26.5◦ W is shown in Fig. 3.5. Data from this time series forms the
basis of a very important validation study presented in Sec. 4.1 where satellite and ground-based
data are compared. For the data points in Fig. 3.5, all satellite measurements within a box of
500 km side length enclosing Halley Station have been taken into account and are averaged over one
day each. These daily IO slant columns are plotted in blue and a weekly running mean is overlaid
in black.

The evolution of the IO values is shown for four subsequent years and in each year, a similar
development is observed. Largest IO amounts always appear shortly after polar sunrise in September
with highest values in October around 6 to 7 ×1012 molec/cm2 in the running mean. After a
slight summer decrease down to values around 2×1012 molec/cm2, the autumn again exhibits larger
amounts. Towards winter, the IO indeed decreases again, and during winter time no data is available
due to darkness.

In part, IO slant columns in summer are lower than in spring and autumn because of a higher
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(a) (b)

(c) (d)

Figure 3.3: Seasonally averaged slant column amounts of IO above the Southern Hemisphere (up
to 40◦S) from Austral spring to winter. The data is taken from June 2004 to May 2008 for the
periods of September-November (2004-2007), December - February (2004-2008), March-May (2005-
2008), and June-August (2004-2007). Maxima in IO columns occur over the Weddell Sea, the Ross
Sea and along the coast especially in spring and in autumn with lower levels yet remaining positive
at some areas throughout the summer.
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Figure 3.4: Map of the Southern Hemi-
sphere showing the coast lines of the Antarc-
tic continent. The location of Halley Re-
search Station (75.5◦ S, 26.5◦W) not far from
the Weddell Sea is marked by the blue circle.

Figure 3.5: Time series of Sciamachy observations above Halley Research Station, Antarctica.
All satellite measurements are considered which fall within a box with 500 km side length enclosing
Halley Station. The blue dots represent daily values, the black solid line is a weekly running mean
as a better guide to the eye.

sun (reduced SZA) and a resulting smaller AMF as discussed in Sec. 2.3. However, this effect is
comparably small and may only explain a change by around 15% here and is not the cause for
the observed decrease from around 7×1012 molec/cm2 in October down to 2×1012 molec/cm2 in
summer. This must be caused by other reasons.

The interpretation of this seasonal cycle needs to take into account at least two different aspects
- on one hand the amounts and availability of iodine containing precursor substances and on the
other hand the photochemical conversions and other chemical pathways that lead to formation of
IO. Direct sources of IO are not known up to date, so first of all, some precursor substances have to
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be present. Their distribution and temporal evolution around the year will strongly influence the
IO amounts. Although these substances have not been measured yet for an entire year anywhere
near Antarctica, several pieces of information are available from different sources, which help to
interpret the present findings (cp. Sec. 3.3).

3.2.3 Detailed analysis in higher temporal resolution

Seasonal variation for individual years

After the example of Halley Station showed that the annual cycle reappears in the same form every
year, seasonal maps shall be investigated for single years, although the spatial scatter of the results
becomes higher. Nevertheless, further information is obtained from these maps.

Figure 3.6 compares 16 maps, showing the four seasons for four single, subsequent years. The
overall time period is the same as considered above. First of all, the similarity between the different
seasons of individual years is visible. In principle, the same evolution with highest and widest
spread IO amounts in spring time, lower values confined to a smaller region in summer and again
higher but stronger scattered values in autumn is observed every year. The regions where the IO
values are largest agree quite well between the four years, although the exact spatial patterns show
differences. In all autumn and winter maps the aforementioned higher noise appears due to a smaller
data amount.
Some noticeable differences are seen in the spring time map of 2006, where values are somewhat
higher than in the other years and the enhanced values are somewhat more widespread around the
Antarctic coast. Furthermore, the autumn map in 2007 exhibits lower values on a smaller area
than the average autumn. As no accompanying measurements are available, the reason for this is
currently still under investigation.
Despite these existing variations, the main conclusion from this comparison is the similarity of the
regional and temporal pattern of IO, which is repeated in a comparable way in each of the analysed
years. Observing an arbitrary example of one of these maps, one can easily judge which season
is displayed. Averaging a certain time period over several years therefore leads to a representative
result for the respective time of year.

Results in higher temporal resolution

Monthly plots averaged over four years each are analysed in the following. Figure 3.7 contains in
total 16 maps for different times of year. The averaging periods are specifically chosen such that
subsequent maps overlap by half a month. The start day is given in the individual headers of the
maps, the second map hence contains data for the period of 15th September to 14th October, for
the years 2004-2007. This way, a running average over the IO slant columns is obtained. More
detailed evolutions now become visible.

Starting in early springtime, the September map shows enhanced values of IO around the
Antarctic, especially in the Weddell Sea area, the shelf ice regions (the Filchner-Ronne, the Ross
and the Amery ice shelves) and around the Antarctic peninsula. On the opposite side between 90◦

and 180◦ East and off the Antarctic coast, only small notions of IO are detected but no widespread
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June - August September - November December - February March - May

Figure 3.6: Seasonal maps of the IO slant column on the Southern Hemisphere separately for each
year for an overall time span of four years from June 2004 - May 2008.
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(1) (2) (3) (4)

(5) (6) (7) (8)

(9) (10) (11) (12)

(13) (14) (15) (16)

Figure 3.7: Monthly maps of the IO slant column results on the Southern Hemisphere averaged
over four subsequent years each, starting on the date given in the individual headers.
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amounts. As in the seasonal average, the slant columns are also enhanced on the Antarctic continent.
Closer to the South pole the noise becomes higher due to the lower position of the Sun. Going one
half month further, the IO values sustain their pattern and the magnitude grows, e.g., in the Weddell
Sea from around 6 to 7× 1012molec/cm2. Towards October, the highest values remain at their levels
from before, but the region of enhanced IO is contracted closer to the Antarctic continent and does
not reach as far off the coast as in the weeks before. Except for the continent and the shelf ice
regions, now the direct coast lines East of the Weddell Sea and the Ross shelf ice regions show high
IO amounts.
A completely new feature then appears in map (4) from mid October to mid November, where
approximately 10◦ North of the Weddell Sea an extended regional band of enhanced IO develops.
This band has a length corresponding to 70◦ in longitude around the Antarctic area, but is entirely
disconnected from the enhanced IO values close to the continent. In November, the novel circular
IO band extends even further around the Antarctic, the values grow and the width of the region
of enhanced IO is also increased. It now reaches from the Antarctic peninsula at about 60◦ West
in Eastward direction nearly up to the Ross shelf ice region at 180◦ East and lies between 70◦ and
60◦ South. This sudden appearance of widespread, enhanced IO amounts within a few days or
weeks only strongly suggests the presence of a very efficient and fast release mechanism of iodine
compounds in the respective area. Further scientific analysis about possible sources of iodine species
in this area as well as comparisons with bromine oxide measurements and ice cover maps are subject
of the following central section of this study.
During the following weeks up to the average from mid December to mid January (map no. 8),
the circular structure is sustained but changes its exact pattern from week to week extending the
band further around the Ross Sea region and nearly closing the circle in map no. 7 (December
average). It is remarkable, that the enhanced IO values over the shelf ice regions and over the
continent decrease and actually vanish up to December while the ringlike structure is developed.
This independency of the two regions argues for different conditions and different ongoing processes
- maybe even different iodine sources - in each case.
In January, eventually the IO band nearly vanishes, only small remnants at some coast lines are
still visible, which two weeks later have disappeared also. Starting from January again, IO amounts
reappear over the shelf ice regions (esp. the Ross shelf ice and at the Weddell Sea) and the continent
close by. The region expands towards autumn and similar to early spring, enhanced IO values close
to and over the Antarctic continent are observed.
From March onwards, similar as in September, a stronger spatial noise and scatter in the absolute
IO amounts is apparent. This is in both cases due to less measurements at these times as compared
to times closer to Southern summer. In April finally, no systematically enhanced IO amounts can
be distinguished from the overall noise level and the region is partly affected by winter darkness
already, so that no further measurements are possible in the Southern latitudes.

These novel observations of IO around Antarctica with a more detailed view on the temporal
evolution of the abundances in the different areas provide a substantial basis for the interpretation
of ongoing iodine release and chemistry at Southern high latitudes. The maps of Fig. 3.7 will be of
valuable help for the following interpretations.
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3.3 Discussion of observations in Antarctica

The observations of iodine monoxide over Antarctica are starting points for interpretations and
discussions of potential sources and (chemical) pathways of iodine species. The relevant question is
which processes and sequences may lead to the detected amounts of IO and to the observed seasonal
cycle and spatial pattern.
After iodine species have been released, chemical conversions between the different iodine com-
pounds take place. In estimating which processes may be relevant, the respective life times of the
species, the known reaction kinetics and the surrounding conditions, e.g., other species, the pho-
tolytic situation such as the SZA and the time of year, as well as the physical environment (e.g.
the present ice cover) may play a role. All these aspects influence the pathways of iodine chemistry.
The combination of the most relevant factors must be able to explain the annual cycle and also the
spatial variation which have been observed.
Considering the spatial distribution, two or even three different regions might have to be distin-
guished. The circular band of enhanced IO appearing around mid October/beginning of November
around Antarctica may have different origin than the IO amounts on the shelf ice regions in certain
times of the year. The high amounts on the continent in early spring (September to October) again
need separate attention.

Organic release

Concerning the sources of iodine species, there are generally two different types of release processes,
the organic and the inorganic release. Iodine release has been associated with organic precursors
such as methyl iodide or diiodomethane and others (Alicke et al., 1999). These substances are
of biogenic origin, e.g., emitted from certain algae types (Reifenhäuser and Heuman, 1992). This
connection has directly been observed in the laboratory, but also in marine sites in mid latitudes.
For the Southern Ocean, the release processes have not been clarified yet. No parallel measurements
of IO in the atmosphere and potential precursor substances in the air as well as in the surrounding
ocean or ice sheets have been undertaken.

In analogy to the observations of the mid latitudes, it is well possible, that organic release plays
an important role also in the Antarctic. The Southern Ocean is biologically very productive and
represents a habitat for many life-forms. In the ocean, high concentrations of phytoplankton types
have been found. The cold and nutrient rich water is especially advantageous for certain species
such as diatoms (Thomas and Diekmann, 2003). These organisms even live partly underneath the
ice sheets and take advantage of the shelter and hold which is provided there. Therefore, Antarctic
ice sheets have often been reported to be of greenish colour on their undersurface (Thomas and
Diekmann, 2003). There is no doubt, that biological processes are taking place in the Antarctic
region. Therefore, biogenic release of organoiodines has to be considered as one potential source of
IO in the Antarctic atmosphere.
Iodinated methane species have been observed on ship borne campaigns in the Southern Ocean
close to the Antarctic coast. Alongside the detection of the species in water, also measurements
in the boundary layer above were conducted by (Carpenter et al., 2007) and substantial amounts
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of, e.g., CH2I2 were detected. As these were spot measurements (taken in Antarctic summer), the
situation on a larger spatial and temporal scale is not known, but the existence of iodinated species
in the meltwater close to the coastal ice sheets and in the atmosphere has been proven.

If the phytoplankton species are close to the ocean surface, the emission can happen more
or less directly. In case of an ice covered area, there are two different possibilities. Sea ice is
often of poriferous structure with enclosures of liquid water (Thomas and Diekmann, 2003), so
that substances may travel vertically through the ice if it is not too thick. On the other hand,
there are always open leads and gaps in the sea ice cover which make the direct release in between
the ice covered areas possible. So even if an ice sheet seems to be closed when observed from
space, there may be open spaces allowing direct contact of the ocean water with the boundary
layer above. Furthermore, large open leads (polynyas) cause a direct contact between the relatively
warm ocean water and the colder air above, so that polynyas are typically accompanied by air
convection. Concentration gradients across the ocean surface are influenced by the convective
removal of the gaseous species. This way, the release of gaseous compounds from the water to the
air is facilitated. Through convective motion, uplift of iodine species changes its vertical distribution,
and additionally, horizontal transport processes may be thus initiated.
Considering this background knowledge, the IO along coast lines and above the comparably thin sea
ice may indicate biogenic sources. Ice algae and diatoms are regarded the most probable candidates
here, but also other sources should be kept in mind. Some further ideas are developed below.

Inorganic release

On the other hand, also inorganic pathways may be important for atmospheric iodine content in
Antarctica. As some parallels between the different halogen species exist in general, the knowledge
on the field of atmospheric bromine can give more insight to what might happen in the case of
iodine.
Bromine oxide (BrO) can be measured with the DOAS technique in the ultraviolet wavelength
range. For bromine species also both, organic and inorganic emission processes, are in discussion.
However, for the polar regions, strong evidence has been found, that the inorganic pathways are of
major importance here. Several field and laboratory studies lead to the conclusion that biogenic
release would not be able to account for the observed amounts of BrO and the rapid O3 destruction
during ozone depletion events. The photolysis of organic bromine species is typically too slow to
explain the sudden and strong occurrence of reactive bromine in the gas phase (Sec. 1.4.2).
The situation for IO might be different from that of BrO, even though similarities in the spatial and
temporal patterns have raised the assumption, that the release processes may be connected in some
cases. A similarity between the chemistry and sources of two halogen oxides has been suggested
previously following ground-based measurements at Halley Station by Saiz-Lopez et al. (2007b).
An additional fact makes the comparison between IO and BrO observations even more important.
Even if the release itself turns out to be different for iodine, the chemistry of both halogens is surely
connected, as cross reactions take place and the presence of iodine might even lead to enhanced
release of bromine (Vogt et al., 1999). Therefore, the comparison of observations may help in any
case in the interpretation of the ongoing processes. For this purpose, the maps of IO and BrO will
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be compared in the next paragraph. Inorganic release has its beginning within the ocean water,
where various iodine and bromine species such as iodide (I−), bromide (Br−), iodate (IO−3 ), HOBr,
HOI and several other compounds are present. Direct interaction on the ocean surface leads to
the exchange between substances in the aqueous and the gaseous phase, such as I2(aq) ↔ I2(g).
Additionally, heterogeneous reactions on the ocean surface may take place involving gas phase and
aqueous phase species at the same time. Apart from the ocean surface, sea salt aerosols, ice surfaces,
frost flowers and brine are possible locations for relevant interactions and multi-phase reactions.
Locations where inorganic release may become important include the ice edge of the ocean, fresh
sea ice, but also all regions that can be reached by wind-blown aerosol coming from the ocean and
sea ice. Especially interesting in this respect is the observation that sea salt aerosol is typically
enriched in iodine as compared to sea water content (Murphy et al., 1997).

3.3.1 BrO observations and ice concentration in Antarctica

In order to compare the results of IO and BrO observations from satellite with each other, Fig. 3.8
shows 16 maps of the BrO vertical columns for the equivalent time periods as in Fig. 3.7 for the IO
slant columns. The BrO data were provided by Mathias Begoin and Andreas Richter, University
of Bremen (Richter et al., 1998). In these vertical columns, the stratospheric part of BrO is still
contained (Sinnhuber et al., 2005; Rozanov et al., 2005a). This is not negligible, but spatially slowly
varying. The stratospheric portion is covered by the green values from the colour scale for BrO
starting at 4×1013molec/cm2 and not at zero. The stronger varying tropospheric portion appears
in yellow to red. The conversion from the original slant columns to the depicted vertical columns
was performed using a stratospheric AMF at an albedo of 90% and individual SZA and wavelength
values. The AMF is valid for the stratospheric portion of the column and slightly underestimates
the tropospheric amounts of BrO (Richter et al., 1998).
Although the maps of IO show slant and not vertical columns, a comparison is still meaningful, as
not the absolute values but more the spatial distribution and temporal variations are of interest for
the interpretation here. Without knowing the individual profiles of the trace gases and the ground
spectral reflectances, the conversion between the SC and the VC for IO here is given by a factor,
which changes only slightly throughout the year depending on the SZA.

For the case of BrO, the sea ice concentration is known to be of major importance for the
interpretation of BrO observations in Polar Regions (Kaleschke et al., 2004). From the current new
investigations in this study, it becomes probable, that also IO is in certain cases related to the sea
ice cover.
In order to compare the halogen oxide maps to sea ice cover, Fig. 3.9 shows maps of the ice
concentration in and around Antarctica from the AMSR-E sensor (cp. Sec. 1.9.3), provided by
Gunnar Spreen and Lars Kaleschke, University of Hamburg (Spreen et al., 2008). In this plot, also
16 maps are displayed, but each map shows the ice cover situation for one certain day given at
the top of each map. The chosen time is September 2006 to May 2007 and each day in this figure
corresponds to the middle of the monthly averaging period from Figs. 3.7 and 3.8. The sequence
of ice cover maps therefore starts on the 15th of September, while the IO and BrO maps show first
an average from 1st to 30th September. Each following map in each sequence was taken two weeks
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(1) (2) (3) (4)
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(13) (14) (15) (16)

Figure 3.8: Monthly maps of BrO vertical columns for the same averaging periods as for IO in
Fig. 3.7.
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later.
The exact ice cover naturally varies from year to year, so that the spatial pattern exhibits deviations
when comparing one specific time period with the same period of a different year. However, the
seasonal changes are still larger than the year-to-year variations, and a typical ice cover may be
allocated to a certain time of year. For the general comparison here, the exact pattern is not
relevant, but more the general evolution. As the general patterns are roughly repeated annually,
the comparison can be performed using daily maps.

BrO columns are already above the detection limit in August (not shown here), and a well
pronounced circular pattern of enhanced BrO amounts around Antarctica is seen in September
(Fig. 3.8, map no.1). By comparing the BrO and ice cover maps, the known observation can be
reproduced, that the enhanced BrO columns correlate spatially with the extent in sea ice cover
(Kaleschke et al., 2004). The circular structure in the BrO columns remains nearly unchanged with
only slight variations until mid-October to mid-November (map 4). From map 5 onwards, additional
regions with high BrO values appear - the Ross Sea around 180◦ East as well as the shelf ice area
and some continental parts of Antarctica close to the Weddell Sea and further Southwards. Also,
high BrO values around the coast lines of Antarctica become visible. This enhancement of BrO
close to the coast remains present throughout the summer time until March (map 13). The broad
ring of enhanced BrO however vanishes around December (maps 7-8). From this time, the shelf
ice regions, some continental areas close by and the coast lines are the main regions of high BrO
amounts. From mid-March onwards, hardly any BrO can be detected on the Southern Hemisphere
in these averages.

Concerning the comparison to the sea ice cover, the largest areas of high BrO are found above
the extended sea ice sheets. Up to the end of February, the pattern of enhanced BrO follows quite
well the spatial extent of the sea ice cover. One exception are the shelf ice regions, where BrO is
present for some months without direct contact to sea ice, e.g. in maps 4-8, for the shelf ice regions
of the Ross Sea and the Weddell Sea. In autumn, the BrO does not correlate with the sea ice cover
when this begins to grow again, but the BrO remains below detection limit (maps 14-16).

The detected correlations between BrO and sea ice cover and the high amounts of BrO have
lead to the assumption, that BrO is most probable of inorganic origin from efficient processes which
take place on salty surfaces and under certain conditions (Sander et al., 2006a; Simpson et al.,
2007a). The concept of potential frost flowers and the connection to brine on sea ice were developed
(Kaleschke et al., 2004). Up to now, it is not clarified which actual processes, conditions or specific
locations on the sea ice are responsible for the bromine release. It is agreed that probably the so-
called bromine explosion takes place (cp. Sec. 1.4.2). This auto-catalytic release mechanism leads
to fast and efficient release of bromine atoms to the atmosphere, directly from the sea salt content
without involvement of organic processes.

For the spatial pattern of BrO, also transport plays an important role. The enhanced values
on the shelf ice regions for which no local release processes are proposed, are caused by transport
processes. BrO may be carried over fairly large distances on the order of several hundred kilometres
within several hours up to a few days (Begoin et al., 2009).
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15.09.2006 01.10.2006 15.10.2006 01.11.2006

15.11.2006 01.12.2006 15.12.2006 01.01.2007

15.01.2007 01.02.2007 15.02.2007 01.03.2007

15.03.2007 01.04.2007 15.04.2007 01.05.2007

Figure 3.9: Daily maps of ice concentration on the Southern Hemisphere retrieved from AMSR-E
measurements in the 89 GHz channel at a resolution of 6.25 km (Spreen et al., 2008). The maps
were obtained from Gunnar Spreen and Lars Kaleschke, Institute of Oceanography at the University
of Hamburg, Germany in June 2009 (digital media ftp-projects.zmaw.de/seaice). The data version
is ”AMSR-E ASI 6.25 km Sea Ice Concentration Data, V5.5i”.
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3.3.2 Comparison of IO with BrO and sea ice maps

One similarity between IO and BrO observations in Antarctica is first of all the general overlap in
time and space of enhanced columns. The largest amounts of IO globally are found in the spring
time Antarctic. The same holds true for BrO, although columns of comparable magnitude are found
in the Arctic also. Several similarities between the two species are observed:

• The circular structure which appears in both, the IO and the BrO maps, is of similar pattern
and location approximately from mid-October to end of December (maps 4-8). Both halogen
oxides show a connection to sea ice concentration during this period with highest amounts
appearing above the present sea ice.

• Secondly, the enhancement over the Ross Sea and the Weddell Sea shelf ice regions occurs for
both species. However, the times when high values are detected are not exactly the same.

• Although this is not as prominent for IO as for BrO, both trace gases show enhanced amounts
along the coast lines. While BrO is detected around the coast for nearly all periods shown,
the values drop below detection limit for IO around end of January and begin of February
(maps 10 and 11). Nevertheless, smaller patches of IO amounts around the coast are seen in
most of the maps.

On the other hand, the patterns of IO and BrO also exhibit some remarkable differences:

• IO values are enhanced above the continent in September and October, while no BrO appears
above the continent at that times. The BrO is distributed at a further distance in the described
circular pattern, whereas IO amounts are more confined towards Antarctica and do not reach
as far onto the sea ice in September and October as later on. The connection between BrO
and sea ice concentration seems to be stronger and valid for a longer period of time than for
IO.

• Concerning the shelf ice regions, both species are detected here, but high IO amounts are seen
nearly throughout the entire time series with lower values around December (map 7), while
BrO shows the highest amounts in the shelf ice regions between November and January (maps
5-9).

• In March, IO values are nearly as wide spread as in September, but BrO amounts mostly drop
below the detection limit except for small indications around the coast which remain until
end of March.

3.3.3 IO in sea ice covered areas

The cases, where correlations between IO and BrO observations are detected suggest, that similar
or connected release takes place. This may especially be true for the halogen oxides detected on
sea ice and along the coast lines of Antarctica. In the central reaction of the inorganic bromine
explosion, two inactive bromine species convert to Br2 within sea water or sea salt aerosol:

HOBr + Br− + H+ → H2O + Br2 (R16)
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This may lead to an exponential increase in the concentration of BrO. One important prereq-
uisite for this to happen is the necessary acidity (involvement of H+ ions). In this central reaction,
bromide may be exchanged for iodide and then also lead to completely inorganic release of iodine
species:

HOBr + I− + H+ → H2O + IBr (R39)

In this case, IBr is set free which yields an iodine and a bromine atom after photolysis. The
above cross halogen reaction shows one of the existing links between bromine and iodine chemistry.
Another important reaction is the reaction of IO with BrO, which also yields IBr in the gas phase.
This is especially relevant for the recycling of Br atoms as the self reaction of BrO probably does
not take place. This consideration suggests a strong correlation between the two species, as mutual
amplification of their release and recycling processes is possible.

The circular pattern of BrO around Antarctica, however, occurs already earlier in the year than
for IO. This argues for considerable differences in the release process. Possibly the iodine reactions
need different conditions than the bromine reactions which are given only later in the year. A second
possibility is the involvement of biology at this point. While the chemistry of iodine and bromine
is surely related, the activation might still undergo different pathways. As stated above, sea ice
is usually not a closed surface but exhibits cracks and large open leads (Thomas and Diekmann,
2003). As phytoplankton is present underneath the sea ice sheets, emission of biogenic substances
may be enhanced in the presence of open areas, broken ice sheets and even just thinner ice sheets.
The IO appears on the sea ice around late October, although sun light enters these areas several
weeks earlier where no IO is detected on the distant sea ice.
Presumably, the iodine release requires the sea ice to be more porous and instable than it is in
early spring time. From the beginning of spring towards the summer, the sea ice gets thinner and is
more often interrupted by open water leads and polynyas. This can be followed in the ice maps of
Fig. 3.9, where greyish colours mark reduced ice concentration. In this situation, possibly biological
activity might become more prominent.

Discussing the potential biological source of halogens in the Antarctic it may be illuminating
to consider the biological activity in the oceans. From space, this can only be measured in ice free
areas. A potential indicator of active biology in the oceans is given by the chlorophyll concentrations.
Chlorophyll, the initiator of photosynthesis, is a green pigment (absorbing in blue and red spectral
bands) which is present in plants, and also in algae and cyanobacteria. Figure 3.10 shows the
SeaWIFS monthly climatologies of chlorophyll a concentrations (cp. Sec. 1.9.3) for the six months
of October to March (Hooker et al., 1992). Each map contains data from 10 years. The chlorophyll
a (Chl a) concentration is colour coded as specified by the colour bar in the bottom of the figure.
Regions without data appear black in the readily provided maps. With a ground resolution of 9 km
side length, ocean data is only available for ice free areas of this size. The radiation reflected from
ice sheets in the field of view otherwise overbalances the ocean signal. In the remaining months not
shown here, the ocean surrounding the Antarctic is mostly ice covered and only smaller open leads
and polynyas with less than 9 km size may exist.
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October November

December January

February March

Figure 3.10: SeaWIFS monthly climatologies of the oceanic chlorophyll a concentration, provided
with 9 km spatial resolution by NASA (NASA, http://oceancolor.gsfc.nasa.gov, June 2009).
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In the SeaWIFS images, the development of open water regions within the sea ice cover in
Antarctica becomes visible as coloured regions appearing in the blackened space. It is interesting to
note that these open water regions, especially in January and December but already in November,
show enhanced chlorophyll concentrations indicating strong biological activity in these areas. In
November, especially the ocean close to the Ross Sea exhibits enhanced chlorophyll amounts. In
December and January, also enhanced chlorophyll in the Weddell Sea area can be clearly distin-
guished. The amounts are comparably large. These maps do not give information on the respective
species which are responsible for the chlorophyll concentrations. In general, species which release
iodine precursors as well as those which do not influence the atmospheric halogen levels contribute
to the chlorophyll a signal. However, the maps prove that biological activity is high in many loca-
tions as soon as the ice opens. It seems likely that biological activity also occurs in smaller openings
in the ice which are not resolved in these images, but which are definitely present (Thomas and
Diekmann, 2003). For more detailed analysis on a smaller scale, e.g., in the sea ice covered regions
still in October and even earlier in September, data in higher resolution needs to be considered in
the future. The most important outcome of these images is the existence of high chlorophyll con-
centrations close to Antarctica in times, where also IO has been observed. These images therefore
support the idea, that organic sources of iodine precursors may at least partly cause and influence
the high iodine oxide content of the Antarctic atmosphere in certain times.

3.3.4 IO on Antarctic shelf ice regions and the continent

Unexplained so far are the high IO amounts on the Antarctic continent in early spring time (i.e.
September to October). The original expectation was to find IO around Antarctica, similar to BrO,
still in the vicinity of the ocean, but not on the continent. These result may need further investi-
gations in the future. No direct sources inland on Antarctica are known up to now. Nevertheless,
some existing processes would lead to high IO amounts on the continent also, and may explain the
observations. Two important aspects need to be brought forward.

I. Transport processes of IO and iodine rich aerosols

First of all, transport processes from other regions need to be taken into account. After IO has
formed in the atmosphere, it can be photolysed quite quickly back to iodine atoms. Therefore, its
individual lifetime is short and one might rashly assume that long range transport consequently is not
relevant. However, more detailed considerations point out the possible occurrence and significance
of transport nonetheless.

IO and BrO are often detected on the ice shelves. Similar to the situation on the continent
further inland, no direct sources of bromine or iodine have been reported for the shelf ice regions.
Interestingly, transport processes reaching far inland can be regularly observed for the case of BrO
(Begoin et al., 2009). BrO columns have larger optical depths and can be analysed on a daily basis,
which is not possible for IO as values are much closer to the detection limit. Therefore, individual
transport events can not easily be detected in the satellite IO data. Considering the observation,
that BrO is transported over thousand kilometres inland, this may also be true for IO. The times
involved in such transport processes are much longer than the typical photolytic life times of BrO.
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The life times of the halogen oxides have a large influence on the possible pathways. And some
important considerations should be made. BrO life times during strong exposure to sun light lie
around two minutes, for IO around several seconds. This basic life time is much shorter than the
effectively relevant lifetime (Simpson et al., 2007b), as the Br and I atoms produced by photolysis
react with O3 to form back BrO and IO. So the BrO and IO are not lost by photolysis. The effective
lifetime is substantially longer and for the case of BrOx (BrOx = BrO + Br), life times around many
hours were estimated by Simpson et al. (2007b).
The equivalent estimation was not performed for IO, but a similar consideration holds for reactive
iodine. For similar situations, the lifetime of IO is effectively enhanced by the cycling of reactive
iodine between I and IO, so that the lifetime of IOx (IOx = IO + I) is substantially larger than for
an individual IO molecule.

In addition to the enhancement of the effective lifetime, further processes may take place which
additionally sustain high levels of halogen oxides and enable transport processes. Concentrating
on the case of IO, one special characteristic has substantial influence. IO forms higher oxides in a
self reaction, first generating OIO molecules, and thereafter also higher oxides of the general form
IxOy (cp. Sec. 1.5.3). Iodine oxides lead to the formation of fine particles themselves and they also
undergo heterogeneous phase reactions on the surfaces of aerosols, snow and ice. This is facilitated
by the the hygroscopicity of these gases. Being attached to the aerosol phase, the iodine atoms
involved are not consumed but may be transported over longer distances than possible solely in
the gas phase. Later on, the iodine species may be released from the aerosol phase again and the
reactive iodine is recycled. The chemical reactions of this recycling are not known yet, but as the
condensable iodine vapours and following particles are hygroscopic, some reactions in the following
aqueous phase or on the aerosol surface may proceed. Depending on the available iodine compounds
in the solution, some iodine molecules may transfer back to the gas phase, be photolysed and recover
some IO. This way, the reactive iodine can effectively travel longer distances than initially assumed.
All possible conversions and pathways need to be considered when estimating the effective lifetime
of IO, and transport to regions, where direct sources are not known may well be possible. The
significance of the combined recycling and transport processes needs to be evaluated more carefully
in order to receive meaningful numbers of the possible amounts of IO transported a certain distance
inland of Antarctica.

II. Unfamiliar and unusual sources

No inland sources of iodine in Antarctica are known up to now. However, this does not prove that
such sources indeed do not exist and formerly unknown or not considered or even forgotten sources
need to be (re)considered. Some ideas and proposals of probably minor importance shall be shortly
mentioned here, of which many are still open for closer inspection, but they should not be excluded
before their importance is properly assessed.

Several volcanoes are present in Antarctica such as Mount Erebus at 77.5◦S, 167.2◦E close to
the Ross Sea. Volcanic activity is known to be a source of halogens and halogen oxides (Bobrowski
et al., 2003). How important this might be for the Antarctic region is so far not known, but a major
importance seems improbable as volcanoes in other location have no detectable influence on the IO
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amounts, and the activity of Antarctic volcanoes has not been distinguished as especially strong.
Also no direct evidence for BrO from the Antarctic volcanoes has been observed.

Futhermore, salt-rich dry lakes are common in some Antarctic locations. The salt content of
these dry lakes is extremely high, for example, in the McMurdo Dry Valley close to the Ross ice
shelf. The emission pathways from these places need to be point of further research as the details
are not known yet. By erosion or other processes, salt-rich aerosols may enter the atmosphere.
Extremely salty soils were found and they are expected to be developed by wind-blown sea salt
(Mahaney et al., 2002). The ability of IO to form higher oxides and fine particles further on might
influence the situation in favour of iodine compounds in these events. This additionally supports
the argument above, that transport processes of sea salt aerosol need to be considered as a halogen
source for the Antarctic continent.

Back in 1982, Rasmussen et al. have reported on methyliodide observed directly at the South
Pole. Mixing ratios of 1.8 ppt CH3I have been detected. Consequently, some unidentified local
sources of iodine species in continental Antarctica are present or transport must be responsible.

Furthermore, bacteria might be of greater importance than previously assumed. Research efforts
in quantifying iodine emissions from bacteria have shown that bacteria are capable of methylating
iodide which is available in sea water. It is concluded that bacteria can strongly contribute to the
transfer of iodine species to the atmosphere (Amachi et al., 2001). The distribution of bacteria in
the Antarctic region would need to be analysed in this respect, as different bacteria have different
capabilities of methylating iodide. The importance of bacteria for IO levels in Antarctica can not
be estimated, but should not be disregarded.
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3.4 Observations of IO in the Eastern Pacific

In the global maps (Figs. 3.1,3.2), some enhanced IO amounts over the Eastern Pacific were pointed
out. Figure 3.11 shows a close up of the Eastern Pacific region, taken from the four year averaged IO
map (cp. Fig. 3.1). Along the Pacific coast of Ecuador and Peru and also of Northern Chile, enhanced
IO amounts around 4×1012 molec/cm2are identified. The enhanced values are concentrated over
the ocean and do not extend over land. This finding indicates that some release process closely
linked to the oceanic site takes place.

This region belongs to a highly interesting area, where biological production is strong. This
will be further explicated below. However, the analysis in this region is more challenging than,
e.g., for the Antarctic. As discussed in Sec. 2.4, detection limits and noise influences are stronger
and play a larger role in oceanic regions than above high reflecting surfaces. The IO results in the
East Pacific appear to be less stable with respect to changes in the retrieval settings than for the
Antarctic. Nevertheless, the current results yield enhanced IO amounts and hint at some biogenic
release processes in the Eastern Pacific region.

In the seasonal maps of IO, some annual variations have been visible in this region. However,
some temporal variations are present in a wide surrounding area and not only at the locations
where enhanced amounts are detected. As the area is affected on a large scale and the variation is
systematic with the course of the year, this variation might not be a result of actual IO amounts
but rather of a systematic retrieval impact caused by geometrical influences. The position of the
satellite with respect to the sun is largely the same over the area for a given day, but the geometry
changes with season. Depending on viewing geometry, the relevant scattering angles and with this
the typical polarisation degree will vary and possibly impact on the retrieval.

A time series of IO columns has been selected in a region from 10◦ S to 5◦ N as well as from 100◦

W to 80◦ W. In order to remove the large scale temporal drifts, the average in the overall region con-
tained in Fig, 3.11 has been subtracted. In Figure 3.12 the resulting IO slant column density is plot-
ted versus time for the years 2005 to 2007, showing daily amounts (grey triangles) and the monthly
mean (red lines and symbols). The typical standard deviation amounts to 4×1012 molec/cm2, the
error bars are not plotted to the data points for clarity. The overall mean of the time series amounts
to 3.1×1012 molec/cm2. The IO amounts perform only slight variations throughout the year, the

Figure 3.11: IO slant columns over
the Eastern Pacific region averaged
over 4 years from June 2004 to May
2008. Enhanced amounts are visible
at locations along the Pacific coast
lines of Ecuador, Peru and Northern
Chile.
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Figure 3.12: Time series of IO slant columns in the Eastern Pacific. From the original data set,
the average in a wide surrounding area has been subtracted. Daily averages (grey triangles) as well
as monthly means (red line and symbols) are plotted, while the standard deviations for the data
points lie around 4×1012 molec/cm2 and are not shown for clarity. The small seasonal variation is
not significant.

difference between the summer and winter months lies around 1×1012 molec/cm2 . Taking into
account the typical uncertainties (Sec. 2.5) and the standard deviation for the daily averages, this
seasonal variation is not significant. The question for a seasonal trend in this region is therefore
presently unclarified, but will need to be subject of further investigation. The fact that IO amounts
are enhanced along the coast line, however, remains unaffected from this issue.

Connections to the ocean current and the biosphere

The most interesting consideration here concerns potential sources of iodine species in this location.
The Eastern Pacific is well known for being a so-called upwelling region, where the typical ocean
circulation is flowing upwards, bringing cold and eutrophic waters up from below. This is generally
leading to an enrichment of surface waters with nutrients, generating a suitable environment for
phytoplankton and other species. As a consequence, such areas are biologically very active. The
upwelling region here is part of the Humboldt current, a cold ocean current in the West of South
America coming from Antarctica and flowing towards the North and then turning Westwards (see
also Fig.3.13). It is one of the largest upwelling systems of the world and a highly productive
ecosystem.

The connection between the biosphere and iodine species was discussed in Chapter 1 and,
according to current knowledge, several algae and phytoplankton types emit iodine compounds. So
the nutrient rich upwelling regions are potential source regions of emissions of iodine compounds.
Currently, no information is available, on how much iodine precursors are emitted in the Eastern
Pacific. Considering the above thoughts though, enhanced IO amounts in this region could well be
connected to the highly productive biosphere. The Humboldt current which flows past the Antarctic
and surfaces at the South American West coast, partly connects the biospheres of the Antarctic and
the Eastern Pacific, so that similar algae or phytoplankton species exist in the two regions. This
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Figure 3.13: The flow of the Humboldt Current
(also Peru Current). The excerpt is taken from a
map of Ocean Currents and Sea Ice from the At-
las of World Maps, United States Army
Service Forces. Army Service Forces
Manual M-101 (1943).

may form a link between the high IO amounts in the Antarctic and the enhanced amounts over the
Eastern Pacific.

As the Eastern Pacific is a region of strong biological productivity, the chlorophyll a concentra-
tions are expected to be high there. To investigate this, a specific data set of SeaWIFS chlorophyll
a concentrations has been extracted. Figure 3.14 covers the same time period and spatial region
as Fig. 3.11. The color coded Chl a concentrations are clearly enhanced along the South Ameri-
can Northwest coast, overlapping with the locations of enhanced IO amounts. Biological emissions
therefore are most likely the origin of iodine precursor compounds in this area.

Chl a from SeaWiFS Jun 2004 - May 2008

Chl a concentration [mg/m3]

Figure 3.14: SeaWiFS chlorophyll
a concentration in the Eastern Pa-
cific, averaged from June 2004 to
May 2008, i.e., over the same
time period as shown in Fig. 3.11.
This image was acquired using the
GES-DISC Interactive Online Vi-
sualization ANd aNalysis Infras-
tructure (Giovanni) as part of the
NASA’s Goddard Earth Sciences
(GES) Data and Information Ser-
vices Center (DISC).

Considering the points of concern mentioned earlier, e.g, the irregularities over clear water
regions (Sec. 3.1) where IO columns tend to be negative, and the lower stability of IO results over
the ocean, some caution is necessary in the discussion here. Spectral correlations can in principle
impact on the retrieved IO amount. The question is whether the apparent link of IO to biology in
this area is a consequence of correlations or of causality. A spectral correlation of IO with chlorophyll
a absorption may be excluded, as the global pictures show that high Chl a concentrations do not
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3 Observations of IO from satellite

necessarily imply high IO amounts. For this purpose, the mission composite of SeaWIFS cholorphyll
a concentrations is shown in Fig. 3.15 containing data from Autumn 1997 to Summer 2009.

Figure 3.15: SeaWIFS mission com-
posite from Autumn 1997 to Summer
2009 showing the chlorophyll concentra-
tion in the oceans.

Several coastal regions are coloured red due to high chlorophyll and hence strong biological
activity. The so-called ocean deserts, e.g., in the middle of the Pacific and also the other oceans can
be distinguished by their blue/purple colour. The area in the Eastern Pacific, where enhanced IO is
seen in certain times is not as strongly pronounced as other regions, but exhibits medium amounts
of chlorophyll. If a seasonal variation is present, amounts can well be higher for certain times. The
spatial patterns of IO and Chl a are not correlated, a general dependency of the two quantities can
be excluded, there are several locations, where Chl a is high and IO is not, but others where both
quantities are enhanced, e.g., as in the East Pacific.

Due to the proposed link of IO amounts to the upwelling region, there should exist a depen-
dence between the strength of IO emissions and the conditions within the East Pacific waters, like
temperature, salinity and other parameters, which again influence the biosphere. Consequently,
it is an interesting task for the future, to observe potential variations of IO between El Niño and
non El Niño years. During years exhibiting the El Niño effect, the Humboldt current considerably
weakens, sea surface temperatures are several degrees higher and biological production decreases.
In a longer times series of satellite data, an effect on IO may become visible.

The question arises why IO is strong above one upwelling region but not over the others also,
for example, at the Northwest coast of Africa (Mauretanian upwelling region), and also not over all
regions of strong biological activity characterised by high Chl a concentrations. While in some of
these regions, the IO columns may just remain below detection limit (cp. Sec. 2.4), one important
reasons for the spatial differences are the spatially diverse biospheres.

IO spatial correlation with diatom concentration

It has been found that different types of algae and phytoplankton release different mixtures and
amounts of organic compounds, some organisms are especially strong emitters for certain iodocar-
bons (Schall et al., 1994; Tokarczyk and Moore, 1994). Iodine species should only be released over
regions which are populated by certain algae and phytoplankton groups, which again show individ-
ual spatial distributions in the world’s oceans (Alvain et al., 2005; Bracher et al., 2009). Species
such as diatoms or heptophytes can be distinguished by optical means because each species contains

120
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different chromophores or different ratios of common chromophores leading to characteristic spectral
signatures. The spatial distributions of different species may be retrieved using the DOAS technique
in a comparably large wavelength window due to rather broad absorption bands (Bracher et al.,
2009). Special attention is drawn to diatoms, which are reported to emit iodine species (Moore
et al., 1996) with special activity of polar diatom cultures (Hill and Manley, 2009).

Figure 3.16 compares the diatom concentration retrieved by Bracher et al. (2009) with the
IO slant columns in the oceanic regions of the world. Both data products are retrieved from
the Sciamachy sensor. Some similarities in the spatial pattern can be seen. Especially, diatom
concentrations are enhanced in the Eastern Pacific as well, similar to the IO amounts. The increase
of diatom concentrations South of -30◦ latitude is not so prominent in the IO result. Future
investigations will show if the link is provided by causality or not, i.e. if the diatoms are producing
iodine precursors of if the products of Fig. 3.16 are the result of a third reason.

SCIAMACHY DOAS fit (OC_CHL, 15. October – 14. November 2005)

60

0

0
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Absorption strength (Fit-Factor) along the light path

Figure 3.16: Left: Absorption strength (fit factor) of the diatom concentration in the world’s oceans
derived from Sciamachy measurements by Bracher et al. (2009) for October 15 to November 14,
2005. Reprinted from Bracher et al. (2009). Right: Composite of IO data for the same time of
year but averaged over 4 years. The land is masked to match the left graph and to set focus on the
oceanic regions.

Outlook

In Glyoxal results from Sciamachy, the Eastern Pacific also shows enhanced column densities in a
region overlapping with the detected IO amounts. This has been reported by Wittrock (2006) and
Vrekoussis et al. (2009) and additionally hints at biological production of atmospheric trace gases
in this region. CHOCHO has various sources and is for example produced by oxidation of volatile
organic compounds, which are expected to be present in biologically active areas. From ship-based
measurements, enhanced amounts of CHOCHO and IO have been observed in the Eastern Pacific
(Rainer Volkamer, personal communication). Comparisons between data from these independent
studies will be further investigated in the near future. It is interesting to note, that similar to the
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IO results, the Glyoxal amounts are not enhanced above the Northwest African upwelling region.
In any case, the East Pacific seems to be special with respect to iodine compounds. Comparisons

with Glyoxal as well as with the spatial distributions of different phytoplankton species and also
with measurements of organohalogens in the ocean waters will in the future give further insight into
these initial findings, which reveal an interesting relation.

3.5 Observations of IO on the Northern Hemisphere

Up to know, results of IO mainly on the Southern Hemisphere were displayed and discussed. Before
IO amounts and spatial distributions on the Northern Hemisphere can be examined, a change in
the reference region needs to be performed. For globally consistent IO results it is desirable to use
a constant reference region throughout a complete study. Unfortunately, this is not possible for
the case of IO yet. It was already mentioned in the beginning of this chapter (Section 3.1) that
the IO columns show a general tendency towards smaller and even negative values on the Northern
Hemisphere. This is not due to real IO absorption but is caused most probably by geometrical
influence on the measurement data. Changes in viewing geometry (especially the relative geometry
between satellite and sun) may lead to changes in stray light amount or polarisation. These two
processes show spectral signatures in the measurement data which are not perfectly corrected for.
Until this is done more precisely than currently implemented, some solution needs to be found
if results on the Northern Hemisphere shall be considered. The identified negative slope of IO
columns towards the North is demonstrated in Fig. 3.17. The values calculated for this plot were
taken from the four year global map (cp. Fig. 3.1) and were averaged over the longitude band from
30◦ to 150◦ East in 1◦ latitude steps. The minima around -20◦, +15◦ and +35◦ originate from
the detected interference over clear ocean regions (cp. Sec. 3.1 and Chapter 6). Apart from these
minima, the negative trend can be seen. For the following data analysis and images on the Northern
Hemisphere, a different reference region is chosen. The selected region in the Northern Pacific (at
180◦±10◦ East and 30◦±10◦North) is displayed in Fig. 3.18. For future analyses, the possibility of
correcting the decreasing trend towards the North - either by subtracting the effect (as temporary
solution) or preferably by identifying and eliminating the cause - will be investigated in order to
obtain consistent global results.

In the next figures, IO columns for regions on the Northern Hemisphere are shown. Figure 3.19

Figure 3.17: From the 4 year global mean,
the IO values were averaged over longitudes
between 30◦ and 150◦ East and latitude steps
of 1◦. The tendency towards negative values
on the Northern Hemisphere becomes visible.
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Figure 3.18: The rectangular area marked
in purple was selected as suitable reference
region for the analysis of IO results on the
Northern Hemisphere.

contains four seasonal maps centered at the North Pole and reaching up to a latitude of 50◦ North.
In each map, data of the respective season from four years each is included. Due to the usual
light conditions and the limitation of the SZA<84◦, the autumn and winter maps (c and d) con-
tain a smaller data amount, than spring and summer (a and b), which leads to a larger spatial
scatter. Interpretation of the amounts is therefore difficult here. Especially the autumn map ex-
hibits enhanced values of IO, which will need further investigation. In the summer period (b), the
IO amounts remain largely below 3×1012 molec/cm2, apart for a few exceptions. At the Western
coastline of Northern Greenland and at the coast of the Gulf of Alaska some notions of IO amounts
appear with values around 4×1012 molec/cm2.
The most prominent and clear features of IO are apparent in the spring time map (a), where several
coast lines exhibit enhanced amounts of IO. These regions include the coasts of Southern Greenland,
the West coast of Spitsbergen between 75◦ and 80◦ North, on the South coast of Novaja Zemlja (the
North Russian archipelago between the Barents Sea and the Kara Sea), the coast line of the Gulf
of Alaska and some smaller values also in the Bering Sea, over Iceland, and between the Hudson
Bay and Baffin Island. A closer view for Spitsbergen/Svalbard follows in Chapter 4, Sec. 4.3, as the
Bremen DOAS group maintains a ground-based instrument in Ny-Ålesund. Largest values at these
coast lines reach 6×1012 molec/cm2 in the averaged spring time period. Coast lines are familiar
locations for the existence of increased algae population. Possibly, the main source in these regions
is biological release of organohalogens also.

If the release is mainly of organic origin, the spatial distribution of regions showing enhanced
IO values depends on the distribution of emitting species. The question if the iodine is released
rather by macroalgae and/or phytoplankton at the Northern coast lines is not clarified yet.

In most of the cases where IO is enhanced on the Northern Hemisphere, the orientation of
the involved coast lines seems to have a systematic component. Further North, the affected coast
lines run from Southwest to Northeast, while further South, the respective coasts are rather facing
towards the South, e.g. at the Southern coast of Greenland. In Fig. 3.20, this is displayed in
addition to three selected Sciamachy orbits which pass over the respective coast lines.
The described tendency is either a result of coincidence or it might also be related to specific
ocean currents and related accumulation of certain algae species. A third option might hint at
an irregularity in connection with the orientation of the Sciamachy orbits. It is not clear which
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(a) (b)

(c) (d)

Figure 3.19: Seasonal averages of IO slant columns on the Northern Hemisphere, using data from
four subsequent years each. While the spacial scatter in the autumn (c) and winter (d) maps is
rather high, the spring (a) and summer (b) maps contain much more data points and show smooth
results with low values in summer and enhanced IO at coastlines in spring time.
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influence could provoke high IO amounts in this respect. Instrumental influences like the memory
effect can in principle influence the measurements at certain regions. However, this possibility
does not seem reasonable in the present case, as the sequence of Sciamachy measurements within
one measurement state does not run from the possibly ice-covered land to the darker ocean at
the affected coast lines, but along the coast. One possible effect is the improved sensitivity of
satellite measurements towards patterns on the ground which are oriented in the same direction
as the rectangular ground pixel. In this case, the respective feature is captured by one satellite
measurement and not distributed over several pixels. A similar observation has been made in
connection with ship emissions of NO2, which become better visible if their direction is well aligned
with the Sciamachy ground pixels (Richter et al., 2004). This would imply that the IO amounts
at the indicated coast lines are better visible to the instrument than at differently oriented coast
lines.

3.6 The difference between the Arctic and the Antarctic IO
observations

When comparing the IO observations on the Northern and the Southern Hemisphere several differ-
ences can be identified.

• In the Antarctic, the detected IO amounts are relatively wide spread, and cover different areas
from sea ice regions, to coast lines and ice shelves and also the continent. The IO remains
enhanced over rather long periods of time with a variety of temporal and spatial variations.
Highest amounts close to the continent appear in October each year, while the IO over the
sea ice regions reaches its maximum later in November and December.

• The Arctic shows no evidence for widespread IO columns above the detection limit of Scia-

machy. Strongly confined coastal regions at several locations on the Northern Hemisphere
exhibit enhanced IO mainly during spring time. In the Arctic sea ice regions, no IO is observed
from space in spring time.

Overall, the comparison between the Arctic and Antarctic regions strongly supports the concept of
organic release of iodine compounds.
For BrO, where maxima are found on both Hemispheres in Polar Spring, mainly inorganic sources
are presumed. The suggested inorganic release processes can take place in the physical situations
in the Arctic and the Antarctic. Inorganic pathways are in principle also possible for iodine release,
but they will be different from the bromine mechanism then, because the temporal and spatial
patterns are so distinct. Such pathways will necessarily be connected to some Antarctic specific
property, e.g. of the (sea) ice structure, but are not known of yet.
Organic release of iodine compounds is known from algae, phytoplankton and also bacteria, and
as the iodine release is species specific, the distinct biospheres of North and South may cause the
difference in IO distributions. Some different ice properties might allow release of biogenic molecules
more easily in the Antarctic. In the Antarctic, e.g., polynyas are typically large and also extend
towards the open ocean, while in the Arctic they are generally smaller and more along the coasts
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Figure 3.20: Three Sciamachy or-
bits from April 10th and 13th (see
header for orbit numbers) for which the
ground pixels within the field of view
of the nadir measurements are marked
in green. Some coast lines where high
IO values were detected are encircled
in red and it becomes evident that
the relative orientation of the coast
lines to the orientation of the Scia-
machy ground pixels is approximately
parallel.

(Thomas and Diekmann, 2003). This may facilitate closer contact of ice algae or phytoplankton
species to the atmosphere above and hence, the release of gaseous substance into the polar boundary
layer is more probable in the Antarctic.

3.7 Note on the relevance of the retrieved IO amounts

In addition to the discussions of probable sources as consequence of the spatial and temporal patterns
of IO, the satellite observations of IO may also be used to estimate the potential impact of iodine
chemistry on ozone loss and particle formation. These questions have been addressed by ground-
based measurements (Dickerson et al., 1999; O’Dowd et al., 2002b; McFiggans et al., 2004; Read
et al., 2008) and modelling studies (Vogt et al., 1999; McFiggans et al., 2000), and mostly conclude,
that iodine has a substantial impact in both aspects at least locally. Following from the satellite
observations, information on a larger spatial scale becomes available. If the satellite observations
are used in this discussion it needs to be kept in mind though, that the retrievals yield column
densities and assumptions are needed to determine local concentrations. These assumptions are
accompanied by some typical uncertainties, but an estimation on an order of magnitude basis is
possible and gives some insight into the potential importance nevertheless. As an example, the
particle formation from iodine oxides is compared to that from sulphur precursors in order to
estimate the relative importance of iodine oxides. For the calculations, rate coefficients are taken
from Sander et al. (2006b).

Higher iodine oxides and iodine oxide clusters act as condensation nuclei for aerosol formation
(Sec. 1.5.3), which is initialised by the IO+IO self reaction (R34 and R35). The rate of higher oxide
production therefore depends on the square of the IO concentration, making this is a highly non-
linear process. The rate of iodine particle formation r(Ipart) is determined by the formation rate of
higher iodine oxides. As the ratio of the reactions (R34) and (R35) with respect to the total rate of
self reaction kIO+IO is close to 1 (Bloss et al., 2001), the formation rate r(Ipart) can be approximated
by r(Ipart)≈(kIO+IO)[IO]2. The rate coefficient for the self reaction is kIO+IO=8×10−11cm3/molec/s.
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For comparison, the formation of particle precursors from sulphur species is estimated. For this,
H2SO4 is a crucial species. As subsequent reactions generating H2SO4 molecules are rapid, the rate
determining step in the H2SO4 formation chain is the three body reaction of OH with SO2 (OH +
SO2 + M → HOSO2 + M). The formation rate of sulphate particles following the reaction of SO2

with OH is then given by r(Spart)≈k(OH+SO2+M)[OH][SO2]. To determine r(Spart), the reaction
rate coefficient k(OH+SO2+M) for high pressure (large concentration of third body M) is chosen as
well as daytime marine boundary layer conditions for SO2 (100 ppt) and OH (1×106 molec/cm3).

Using a typical observed upper limit of 3×1012 molec/cm2 IO vertical column (from a slant
column of 3×1012 molec/cm2 and an AMF of 1 over the ocean) and profile heights of well mixed IO
in the boundary layer between 1 km and 100 m, the IO concentrations lie between 1.2 and 12 ppt.
This yields a range for the iodine to sulphur particle ratio of:

r(Ipart)
r(Spart)

= 18 . . . 1800

These numbers give a rough estimation on the rates of particle precursor substances from iodine and
sulphur chemistry. The calculation of the actual numbers of CCN forming in the given atmospheric
conditions needs to be performed using detailed atmospheric chemistry modelling, including precise
information on crucial substances such as DMS for the sulphate chemistry and nucleation, and most
importantly also the final clustering probabilities. This is required to assess accurately the relative
importance of iodine chemistry as a global source of particles. The estimations above, however,
already show that the production rates of direct iodine particle precursors range in the same and
higher orders of magnitudes as compared to those of the sulphate aerosol. Exact numbers are in
strong dependence of the individually chosen conditions, so that the result covers several orders of
magnitude.
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For the validation of satellite measurements, it is generally required to compare the results from
space with other observations, such as ground-based or airborne measurements for as many locations
and time periods as possible. If suitable conditions are used for both data sets and if then the
results agree reasonably well, such a successful comparison lends confidence to the results of the
compared observations. If no systematic error is induced when going to different times or locations,
a comparison study also supports the credibility of the satellite retrievals for scenes where no other
measurements have ever taken place before.

The following consideration is valid for all comparisons between satellite and ground-based
measurements of IO. An exact agreement between the satellite observations and ground-based data
cannot be expected. The reason for this is the different spatial coverage of the measurements. While
typical ground-based measurements probe a rather confined region on the order of metres to a few
kilometres at most, the satellite gathers all atmospheric information from a ground pixel of at least
30× 60 km2 size. Due to the high spatial variability expected for the sources of iodine species,
differences between the different measurement platforms are expected. Nevertheless, validation with
ground-based data is meaningful, if the focus is not set on the exact values but on the spatial and
temporal trends and on the agreement within a certain range.

In the case of IO measurements, data sets for comparison from ground-based measurements or
other platforms are sparse. Several studies have reported IO values below the detection limit of the
satellite retrievals at the respective location. For these, zero point validation may be performed,
which means to prove that the Sciamachy IO retrieval yields an IO value below detection limit
for the respective time and location.
Some ground-based measurements, however, were conducted in regions where Sciamachy detects
IO above the detection limit. Some individual comparisons have been performed with selected data
sets of such independent studies.

4.1 Comparison with long-path DOAS measurements at Halley,
Antarctica

For the Antarctic, where satellite observations reveal fairly large values of IO, ground-based mea-
surements have been conducted during the CHABLIS (Chemistry of the Antarctic Boundary Layer
and Interface with Snow) campaign (Saiz-Lopez et al., 2007b, and references therein) close to the
aforementioned Halley Research Station from January 2004 until February 2005. IO volume mixing
ratios were measured close to the ground (at a height of 4-5 m above the ice surface) by the active
long-path DOAS technique using a xenon lamp as an artificial light source. The light beam travels
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horizontally over a certain distance and is reflected back by corner-cube reflectors to a telescope
and spectrometer unit. The VMR is determined as average over the total optical path length of the
light beam, which has been 8 km in the considered case.

For a comparison with the ground-based data, the satellite IO results around Halley Station
have been extracted. The four year time series for this location has been presented in Sec. 3.2.2,
Fig. 3.5. All IO data falling into a box of 500 km side length with Halley Station in the center
have been used for the time series. The area of the satellite observations is much larger, but covers
that of the ground-based measurements. Spatial variations in IO amounts will therefore reduce the
correlation between the two data sets, but using a much smaller region for the satellite data would
reduce the data amount with according negative influence on the signal-to-noise ratio.

In order to compare the VMR values of the LP-DOAS results with the slant columns of the
satellite observations, the air mass factor according to the satellite geometry and the IO profile
is needed for the calculation of the vertical column and the ground VMR. The IO profile is not
known for the respective location and time period, so that an AMF for the satellite measurements
cannot be calculated exactly. No IO profile has been measured up to now and only some general
estimates are available. However, with certain assumptions, meaningful comparison is nevertheless
possible. Most importantly, assuming that the vertical distribution of IO does not change over the
time period of the comparison, the conversion between the column amount and the VMR is given by
a constant factor. In this case, the evolution of the two measurement time series can be compared.

In Fig. 4.1, the time series for both instruments from February 2004 until February 2005 are
shown. The top panel contains an excerpt of the Sciamachy time series (cp. Sec. 3.2.2), with
daily slant column values (black dots) and additionally a weekly running mean (black solid line).
The bottom panel displays the IO VMR from the LP-DOAS measurements, as published in Saiz-
Lopez et al. (2007b). Concurrent BrO measurements are also shown, but not further used here. In
both IO data sets, a substantial day-to-day variability is visible. This scatter has several sources.
Noise in the measurement data already leads to some spread in the results. In addition, however,
the IO amount strongly depends on current conditions and actual emission rates and therefore is
in deed variable itself. In some time spans within the shown period a direct comparison is not
possible. During winter, e.g., no satellite measurements close to the pole are recorded due to a lack
of sunlight. For the active LP-DOAS measurements, this is not a problem, but for other campaign
related reasons, the LP-DOAS measurements of IO where only conducted on certain days.

The evolution of the two time series is very similar and some characteristics can be identified.
In both data sets, the largest long lasting amounts of IO are observed in springtime, especially in
October. Going from winter right in the middle of the time series towards this spring period, the IO
values are increasing and after the maximum in October, somewhat reduced amounts are retrieved.
This feature can be identified in spite of the aforementioned scatter in both data sets. In the ground-
based data, the values truly range around zero in winter (e.g. in August) and go up to around 7 ppt
during October with single spikes in the measurements up to 20 ppt. Such high IO amounts are
rarely observed and probably are short-term events. Towards summer, IO VMR amounts drop to
around 2 ppt and remain in this range for the whole season. The time series of the satellite results
begins in September and rises from 3 ×1012 molec/cm2 to about 6 ×1012 molec/cm2 in mid-October

130



4.1 Comparison with long-path DOAS measurements at Halley, Antarctica

Figure 4.1: Comparison of the time series of Sciamachy observations (top) with long-path DOAS
IO measurements from the CHABLIS campaign (bottom); bottom figure reproduced from Saiz-
Lopez et al. (2007b). Both data sets are shown for the same time period, the ticks on the axes
denote the beginning of the month in both cases. For the Sciamachy results, daily averaged IO
data is shown as single points, a weekly mean as solid line. The standard deviation of the daily
values lies between 1 and 5×1012 molec/cm2, respective error bars are omitted for better visibility
of the temporal evolution here. The long-path DOAS shows single measurements as points and a
10-day moving average as solid line.

131



4 Validation and case studies of satellite IO

with values up to 10 ×1012 molec/cm2 on individual days. Consistent with the ground-based data,
the values are lower in summer and remain positive. Both instruments show again higher values in
autumn (i.e. around February-March), which is more pronounced in the satellite results. The dip in
mid March is rather unusual, does not occur in the later years (Fig. 3.5), and is an indicator of the
strong IO variability. The satellite still detects quite large amounts in April (some single high values
cause a jump in the end of April), where no ground-based data are available for comparison (no
data points between beginning of March and beginning of May). In other years (cp. Fig. 3.3), the
satellite IO trend also shows decreasing values already from March to April towards polar winter.
In conclusion, the evolution of the two co-located time series agrees with some expected differences
in the details.

For a quantitative comparison between the two data sets, now a reasonable surface volume
mixing ratio is calculated from the satellite slant columns. In spite of the missing knowledge about
the exact IO profile, confinement of IO to the lowest layers is expected (Saiz-Lopez et al., 2007c) and
an example profile shape may be assumed. The usual boundary layer height in Antarctica is low as
compared to the marine boundary layer. A constant IO VMR in the lowest 100 m dropping to zero
above as suggested by Saiz-Lopez et al. (2007c) is a reasonable choice. The maximum slant column
amounts in Antarctic spring (around mid October) are around 6×1012 molec/cm2 for the averaged
Sciamachy observations (Fig. 4.1). Considering the typical AMF of 4 for Antarctic conditions (cp.
Fig. 2.11), the vertical column amounts to 1.5×1012 molec/cm2 . With the above chosen profile
shape, these values corresponds to a surface VMR of approximately 6 ppt. The average value of
the ground-based data set reaches 7 ppt around mid October. Although this type of comparison
essentially addresses the order of magnitude of the results due to the required estimations, the de-
viation between the two VMR amounts is only 15%, demonstrating a good agreement between the
ground-based and satellite results.

Overall, the comparison of the two individual studies, the satellite and ground-based observations
at Halley Station on the Antarctic coast, are in good agreement regarding the temporal evolution
of the IO amounts and also regarding the order of magnitude for the absolute VMR values. This
conclusion is promising and strengthens the credibility of the satellite IO retrieval.

4.2 Comparison with an independent study using SCIAMACHY
data

Sciamachy nadir measurements have been evaluated for the absorption structures of IO in one
independent study, published by Saiz-Lopez et al. (2007a). Four selected days of data have been
analysed and the IO vertical column densities for the Southern Hemisphere are reported. In agree-
ment with the present study here, Saiz-Lopez et al. find enhanced values of IO in Austral spring time
around the Antarctic. Apart from this general finding, most of the details show large differences
to the present work though. The IO vertical columns for the four analysed days are reprinted in
Fig. 4.2, as originally published (Saiz-Lopez et al., 2007a). The spatial maximum of IO lies around
60◦ South mostly over regions which are covered by sea ice during that time.
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In short, the retrieval of the alternative study used a fitting window of 426 - 440 nm. The
trace gases NO2, O3, O4, H2O(g), and the Ring effect as well as the VRS in water were included
in the fitting routine. In a second retrieval run, the mean residual from the first run has been
additionally included as ”pseudo-absorber” in the fit. The spectral fitting results are shown only
after the correction for this mean residual. The fit quality prior to the correction is therefore not
known. Saiz-Lopez et al. state that the IO results differ only by 1% between the two retrievals (with
and without including the averaged residual). This is actually not surprising as the residual is the
remaining part of the measurement which does not exhibit any correlation with the respective trace
gases anymore. In each fit of an individual spectrum, the residual spectrum is linearly independent
of the included absorption structures (not considering noise). Consequently, this also holds true
for the sum (average) of all residuals over one orbit and the inclusion should not affect the results
of the other trace gases, but reduces the final residual. Consequently, such a correction procedure
needs to be used with care as potential retrieval errors may be hidden. Therefore, this has not been
applied in the present work.

Comparing the results by Saiz-Lopez et al. with the results in the present study in more detail,
some points of discrepancies are identified.

First of all, the determined IO column amounts do not agree. The highest widespread amounts
found by Saiz-Lopez et al. range around a vertical column of 20×1012 molec/cm2 (cp. red colour
code in Fig. 4.2). As a geometrical AMF is used (i.e., AMF = 1+1/cos(SZA) for exact nadir view),
a light path enhancement of a factor of 3 for a SZA of 60◦ and exact vertical nadir viewing direction
is considered. The high values therefore correspond to slant columns of at least 60×1012 molec/cm2,
individual pixels exhibit slant columns up to 80×1012 molec/cm2. The present study detects no
widespread slant columns over 10×1012 molec/cm2 and only scattered values reaching as high as
20×1012 molec/cm2.

Secondly, the spatial pattern differs, which becomes apparent when considering the monthly
means for the standard IO product of slant columns which have been discussed above. In Saiz-Lopez
et al. (2007a) the enhanced values of IO are concentrated at some distance from the Antarctic con-
tinent, where at that time of year the ocean is covered with sea ice, and also beyond the sea ice in
patches over the open ocean. The four year averaged monthly means around October in the present
study are also enhanced over sea ice, but closer to the Antarctic coast, and additionally over the
ice shelves and some part of the continent. Enhanced IO values over the sea ice at further distance
from the coast appear about one month later (cp. Fig. 3.7).

For one sample day (October 5th 2005), some views on the Southern Hemisphere are combined
in Fig. 4.3 which are helpful for the following analysis. Field (a) in this figure shows the standard IO
product (V1.28) for that day. For the purpose of better comparability, the same rough geometrical
AMF (neglecting the influences of atmospheric scattering and surface reflectance) is applied and
vertical columns are shown. Apparently, the daily values exhibit large discrepancies between the
two studies, as no enhanced vertical columns can be distinguished for the standard IO fit in this
colour scale. The colour scale in Fig. 4.3(a) is chosen to be the same as in Fig. 4.2 for the results
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Figure 4.2: Figure reprinted from a publication by Saiz-Lopez et al. (2007a). Each map of the
Southern Hemisphere (up to 30◦ South) shows one day of Sciamachy results of IO slant columns
for four consecutive days (4th -7th October, 2005).
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4.2 Comparison with an independent study using SCIAMACHY data

from Saiz-Lopez et al. (2007a). For direct comparison, Fig. 4.3(b) repeats the map for October 5th
from that study.

The basic data set of satellite spectra is largely the same in both studies, although it is not
known, which calibration steps (cp. Sec. 2.1) were set and which were omitted by Saiz-Lopez
et al. (2007a). The question arises, which differences in the data analysis procedure may lead
to the observed differences in IO results. As discussed in Sec. 2.8, the chosen wavelength range
for the analysis may be a source of differences. The retrieval of Saiz-Lopez et al. can not be
exactly reproduced, as some settings in the retrieval algorithm are not revealed. However, from
the multitude of different retrieval runs tested in the present study, some parameter versions have
similar settings and show similar results as compared to Saiz-Lopez et al.. One example of these is
discussed in Sec. 2.8 as Version V0.27i and uses the spectral window from 418-438 nm. The fitting
window of Saiz-Lopez et al. also includes the 430 nm region, where for V0.27i retrieval difficulties
were identified.

Figure 4.3 contains results from the V0.27i retrieval in fields (c) and (d). Comparison with
results from Saiz-Lopez et al. (2007a) highlights some points of concern as some similarities are
revealed. The values of the V0.27i retrieval yield higher IO columns than the standard IO fit.
Widespread amounts of IO reach up to about 10×1012 molec/cm2 vertical column density, visible
in Fig. 4.3(c). These amounts are by a factor of 2 smaller, but still comparable to the amounts
observed by Saiz-Lopez et al.. The colour scale in Fig. 4.3(c) is also adapted to the one used in (b).

In most locations, the pattern of the V0.27i output agrees remarkably well with the results in
field (b). The wide band of enhanced IO values is well reproduced in the V0.27i fit here. Except
for very few pixels, most of the spatial structures of high IO in the individual states of satellite
measurements can be seen in both data sets. In general, such a finding would give an indication
that the two data sets capture the reality well, but following from the discussion in Sec. 2.8 it has
been concluded, that the V0.27i fit exhibits considerable retrieval errors. Possibly, this holds also
true for the external study. Figure 4.3(d) contains the residual rms values of the V0.27i retrieval.
Comparison of field (d) with (c) and (b) demonstrates, how similar the spatial patterns of high rms
(i.e. poor fit quality) from retrieval V0.27i are in comparison to the enhanced IO values seen by
this retrieval as well as by Saiz-Lopez et al.. Comparable input information is used in both studies,
so that similar problems may occur.

One additional curious finding is identified on the 5th of October. On this day, enhanced IO
values are observed far outside the Antarctic, Southwest of South America in the state of satellite
data between 70◦ and 90◦ West and 50◦ and 60◦ South (cp. Fig. 4.3 b and c). The columns here are
just as large as those over the sea ice, but this region is ice free. For the case of an underlying ocean,
the true vertical columns here will be even higher than those observed over sea ice due to a smaller
AMF over dark surfaces (cp. Sec. 2.3). However, a bright cloud cover was identified for this scene
exhibiting the same pattern as the enhanced IO values. For the V0.27i retrieval, the correlation of
high IO amounts and the occurrence of clouds or similar cases with highly reflecting surfaces has
been detected (cp. Sec. 2.8).

The conclusion is ambivalent. In any case, the actual quality of the external data set cannot
be fully evaluated and judged here due to a lack of data amount and insight into the retrieval per-
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V1.28  IO: 05.10.2005

V0.27i  IO: 05.10.2005

Result from Saiz-Lopez et al. (2007a)(a) (b)

(c) (d)

VC IO

Figure 4.3: Combination of four plots comparing retrieval results on the Southern Hemisphere from
different studies for the date of October, 5th, 2005. (a) shows the standard IO product (V1.28)
transformed to vertical columns by the same geometrical AMF as used by Saiz-Lopez et al. (2007a),
for which the retrieval result is reprinted in field (b). Fields (c) and (d) contain output from the
retrieval V0.27i obtained in the present work and discussed in Sec. 2.8. (c) shows the IO vertical
column in the same colour scale as (a) and (b), while (d) demonstrates the fit quality through the
residual rms value. The rms reveals high values, where IO amounts are enhanced in fields (b) and
(c).
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formance. A main point of concern is the similarity with the corrupt V0.27 retrieval of the present
study in combination with the identification of large residuals and unrealistic results over clouds
and highly reflective scenes. This observation seems to be reproduced in the study by Saiz-Lopez
et al.. Their results may prove to be accurate nevertheless. In that case it will be necessary to
clarify how the V0.27i results can lead to comparable IO amounts in spite of systematic errors. The
high values over clouds would introduce new questions on the production and pathways of iodine
species.

Resulting from the above analysis, the discrepancies between the independent study by Saiz-Lopez
et al. (2007a) and the present standard IO retrieval are respected, but should not lead to serious
doubts in the V1.28 standard fit until more information on the independent study becomes available.

4.3 Comparisons with ground-based passive DOAS measurements

The University of Bremen DOAS group maintains ground-based DOAS instruments in several lo-
cations at various latitudes. Additionally, some instruments are operated on campaign basis at
certain times and locations. One instrument is permanently installed at Ny-Ålesund on Spitsber-
gen, Svalbard (78◦55’ North, 11◦57’ East, cp. Fig. 4.4), providing a long-term data record since
1995 in zenith viewing geometry. After several upgrades of the instrument, further viewing angles
were added with 5 viewing directions since 2002 and 11 directions since 2006.

Svalbard

Ny-Ålesund
Figure 4.4: Map showing
the location of the DOAS in-
strument at Ny-Ålesund on
the island of Spitsbergen, be-
longing to Svalbard on the
Northern Hemisphere.

Measurements from this station have been analysed for the absorption of IO, and on several
days, amounts above the detection limit have been observed (Wittrock et al., 2000; Oetjen, 2009).
The interpretation of the data suggests that small amounts of IO are present in spring and summer.
Results from the IO observations in Ny-Ålesund are reprinted in Fig. 4.5, showing data retrieved
by Hilke Oetjen (Oetjen, 2009). In this plot, the slant column amount of IO for viewing angles of
2◦ and 3◦ above the horizon are shown with respect to the time of year. The present IO values are
rather low, so that out of the 5 years, only on 29 days reliable IO amounts above the detection limit
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Figure 4.5: IO slant columns measured with the ground-based MAX-DOAS technique over several
years in Ny-Alesund at 2◦ (2007-2008) and 3◦ (2004-2006) elevation above the horizon. The data is
kindly provided by Hilke Oetjen* and Folkard Wittrock, University of Bremen, the plot was adapted
from Oetjen (2009). *Now at the University of Leeds, UK.

have been observed. The annual cycle apparent in the ground-based data has not been considered
significant, so it will not be further interpreted here. The main focus lies on the retrieved IO
amounts on days with reliable fit quality. The slant columns from Fig. 4.5 lie in the range of
1-2×1013molec/cm2.

In comparing the ground-based results with the satellite DOAS results, the most important issue
and a source of errors is the estimation of the air mass factors for both cases. Both measurement
geometries yield a case specific slant column as retrieval result. In order to calculate the vertical
column and possibly the surface VMR for comparison, a suitable calculation of the air mass factor
needs to be performed. The calculation is subject to the estimations of parameters like the surface
reflectance and the not well known vertical profile of the trace gas. The calculation of a typical
AMF for ground-based measurements at 2◦ and 3◦ LOS above the horizon yields 25.5 and 19.1,
respectively. These values have been calculated using Sciatran with an SZA of 80◦, an albedo of
90% for bright surfaces and a simple Rayleigh atmosphere. Consequently, the vertical column in the
ground-based measurements is approximately 0.5-1×1012molec/cm2. This value is now compared
to the satellite results.

The detection limit discussed in Sec. 2.4 has an upper limit of about 7×1012 molec/cm2 for a
single Sciamachy measurement. The evaluation of the Sciamachy data shown in Sec. 3.5 yields
a data amount of about 280 data points per location in the 4-year averaged seasonal maps. The
reduction of the statistical error by a factor of

√
280, would indicate a minimum detection limit

- ignoring all systematic effects - of around 4.2×1011molec/cm2. Consequently, the observations
from the ground-based measurements are just slightly above the IO detection limit of the long-term
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4.3 Comparisons with ground-based passive DOAS measurements

averaged Sciamachy retrievals. The systematic part of the uncertainties is of course not reduced
by the long averaging period.

(a) (b)

(c) (d)

Figure 4.6: Seasonally averaged IO results for the area above Spitsbergen, Ny-Ålesund. In Spring
(a), high IO amounts appear along the Southwest side of the island, while the amounts in summer
(b) are below detection limit. In the other two seasons (c, d), the noise is much stronger, in winter
most of the area is too dark for observations.

Concerning the IO amounts retrieved from the Sciamachy measurements over Ny-Ålesund, the
seasonal averages for four years have been investigated in Sec. 3.5 as overview maps for the Northern
Hemisphere (Fig. 3.19). A close up of the islands of Svalbard is plotted in Fig. 4.6, showing the
same four year averages as in Chapter 3. The confinement of the high IO values to the coast in
Fig. 4.6(a) is visible. There are only small IO columns in summer (b), strong noise influence in
autumn and winter (c,d) with hardly any data in winter due to darkness. Maximum average values
close to Ny-Ålesund lie around 4×1012 molec/cm2. While the ocean surrounding Svalbard is mostly
ice-free, the surface spectral reflectance over the snow and ice covered land is large. Depending on
where the IO is mainly present in the satellite scene, the AMF is strongly influenced by the values
of the surface reflectance. The AMF varies typically between about 1.0 and 4.0 for the satellite
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measurements (cp. Sec. 2.3). For a slant column of 4×1012 molec/cm2, the vertical column then
lies between 1 and 4×1012 molec/cm2.

Only a rough comparison is possible here, as for both instruments, the observed IO amounts
are close to the detection limit. The vertical column for the ground-based observations of about 0.5-
1×1012 molec/cm2 is lower than the satellite value of 1-4×1012 molec/cm2, but the two ranges meet
at 1×1012 molec/cm2. If the appropriate AMF is rather on the high side, the values agree within the
statistical uncertainties of the satellite measurements alone, which are 0.4×1012 molec/cm2 here.

Consequently, with vertical columns around 1×1012 molec/cm2, the IO amounts seen by the
two observations from the ground and from satellite, are comparably small. Especially, typical
values found in the Antarctica are higher. This is in agreement with findings at other locations in
the Arctic, for which low amounts of IO have been reported also (Hönninger et al., 2004).

4.4 IO in mid-latitude coastal regions

Several ground-based studies have revealed periodically enhanced IO in certain coastal cites, e.g.
at Mace Head, Irish West coast (Alicke et al., 1999; Carpenter et al., 2001) and in Roscoff, French
Atlantic coast (Whalley et al., 2007). In these locations, high amounts of IO in the boundary
layer show a positive correlation with solar irradiation and a negative correlation with tidal height.
Hence, the highest amounts of IO can be observed in sunlit periods and at low waters.

The question about the sources of the enhanced iodine concentrations under the mentioned
conditions was answered by the discovery of large fields of algae along the coast. Certain types of
algae were found to produce several different organohalogens, which are released to the atmosphere
if the algae are exposed to oxidative stress. This arises at low tide when the algae field is no longer
water covered but gets in direct contact to the boundary layer air. Halogenated organic compounds
are then emitted as part of a defense mechanism of the plant to protect tissue from oxidative
damage. Subsequently, the halocarbons are photolysed and atomic halogens enter the atmosphere.
After reaction with ozone, species such as IO are produced and can be detected by spectroscopic
methods in the visible wavelength region.

The satellite detection limit for IO in the mid-latitude coastal regions lies a few times higher than
in the polar regions as discussed in Sec. 2.4. Nevertheless, the question arises, if the IO observations
from Sciamachy show a significantly higher IO amount in low tide situations as compared to
high tide periods. For this purpose, the Sciamachy IO data have been sorted according to the
tidal phases. First of all, an IO timeseries has been extracted for a chosen location on Earth.
The standard IO product (Version V1.28) is used here. In a second step, the tidal times of high
water (HW) and low water (LW) have been generated as described in the next section. Each IO
observation recorded in a certain time interval around this high or low water time is assigned to a
respective HW or LW series of IO data. This sorting procedure is performed for more than four
years of Sciamachy IO observations and for the two locations. Following from the ground-based
observations, the LW series should exhibit higher IO amounts than the HW series.
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4.4.1 Tidal data from SHOM

The time and height information about the high and low tides at some chosen locations was gener-
ated using a tool from SHOM, the French Hydrographic and Oceanographical service of the marine
(Service Hydrographique et Océanographique de la Marine), provided on their data page1.

The tidal data has a precision of a few centimetres for the heights and a few minutes for the
times given. The tidal height in meters is given relative to a zero level which is roughly the level
of the low tides. Predominantly, the times of high and low waters is of interest and not so much
the exact height of the water line. Several minutes of inaccuracy can be accepted, as the timing
of enhanced IO is not limited to a few minutes. The observations report maxima of IO which are
present for periods on the order of a few hours (e.g. between 0.5-3 hours in the study of Carpenter
et al. (2001)). In the selection procedure of satellite data for the respective location a certain time
interval around the high and low tides will be allowed in any case. An example of the data format
as provided by the SHOM data page is shown in Tab. 4.1. Data from the year 2004 until spring
2008 was selected.

SEPTEMBRE 2007
Date pleines mers basses mers

matin soir matin soir
temps hauteur temps hauteur temps hauteur temps hauteur

sam 1 07h31 8.92m 19h50 8.97m 01h40 0.84m 13h56 1.12m
dim 2 08h08 8.58m 20h31 8.45m 02h20 1.28m 14h37 1.60m
lun 3 08h49 8.09m 21h17 7.79m 03h00 1.92m 15h20 2.26m
mar 4 09h39 7.51m 22h20 7.11m 03h45 2.68m 16h14 2.97m
mer 5 10h51 6.98m 23h57 6.67m 04h46 3.39m 17h32 3.52m

Table 4.1: Example of the tidal data provided by the Hydrographic and Oceanographical service
of the marine (SHOM), here for the location of Roscoff on the French Northwest coast, listing the
times (temps) of high tides (pleines mers) and low tides (basses mers) in the morning (matin) and
the afternoon/evening (soir) of 1-5 September, 2007.

4.4.2 Case study for location Mace Head

Mace Head is an atmospheric research station on the Irish coast (53.3◦N, 9.9◦W) where several
studies on atmospheric iodine have been conducted (Alicke et al., 1999; Carpenter et al., 1999; Saiz-
Lopez et al., 2006). Here, an anti-correlation of IO with tidal height has been found by Carpenter
et al. (2001) which approximately follows an exponential relation: [IO] = 2.6 × exp(-[TH]/1.7), with
the tidal height TH given in meters and the IO mixing ratio in ppt. For the typical tidal variation
between 0 and 5 m, the IO mixing ratio varies between over 2 ppt and close to 0 ppt.
In the satellite data, not only the exact point in time of high and low tides is considered, so the
difference between the two cases will be somewhat smaller. Still a difference of around 1-1.5 ppt is
expected.
2 ppt of IO would yield a typical slant column of 5×1012molec/cm2 in case of a 1 km box profile, or
5×1011molec/cm2 for a 100 m box profile (cp. to calculations presented in Sec. 2.3 and Sec. 2.4). As

1http://www.shom.fr/fr_page/fr_serv_prediction/ann_marees.htm
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listed in Tab. 2.4, the detection limit of Sciamachy lies between 2.8 ppt and 35 ppt depending on
the altitude profile. Only in case the IO is present over a considerable altitude and spatial ground
range, the enhancement during low tides is expected to become visible in the satellite data.

From the IO standard product of the satellite data, first of all, an IO time series has been ex-
tracted around the respective research location and all measurements taken within a box of 100 km
side length are used. The time series used in the following are based on the Sciamachy mea-
surements between January 2004 and February 2008. In subsequent steps, the time series have
been subjected to selection and sorting criteria in order to investigate differences between high
and low tide situations. Each selection criterion reduces the data amount by a certain factor. An
approximate reduction factor is given for each of the criteria:

• Only those observations within a certain time interval around the points of high and low tide
are retained. For the interval either ±1 hour or ±30 minutes was chosen. The reduction
factors for the individual series are 6 and 12, respectively.

• Either the time series of the entire year is retained or only data from the summer half-
year (April-September), where ground-based observations reported the largest values. The
reduction factor is either 1 or 2.

• The influence of clouds might be important here, so a cloud screening was implemented and
could be switched on or off. The cloud screening is implemented by an intensity criterion,
high reflective situations are excluded. This leads roughly to a reduction factor of 2.

Depending on the combination, the number of data points in the original time series of Scia-

machy data is considerably reduced. This is part of the discussion in Sec. 4.4.4.
The IO data sorted according to above criteria are finally averaged to one representative value so
that the results of the high and low tide cases can be compared. The results are summarised in
Tab. 4.2, stating the selection criteria and the resulting IO average slant column together with its
standard deviation.

One important observation is that all resulting IO values are rather small. Taking the computed
standard deviation into account, all of the IO slant columns are in agreement with zero. Regarding
the above estimation of expected IO amounts in comparison with the satellite detection limit, this
result is not surprising, as the expected amounts are close to or below the detection limit. Comparing
the individual values of the HW and LW results, both situations occur, cases where the HW value
is larger and others with higher LW value, while the ground-based observations find clearly higher
IO amounts for the LW than for the HW situations. The two extreme tidal situations are in equal
within their standard deviations in all tested cases. Consequently, no difference in IO amounts for
high and low tides can be observed from the current Sciamachy observations. Further points of
discussions follow below. Before, a second example of coastal locations is investigated.

4.4.3 Case study for location Roscoff

Roscoff is situated at the Atlantic coast in Northwest France (48.73◦N, 3.98◦W). In summer 2006,
Whalley et al. (2007) measured IO by Laser Induced Fluorescence (LIF) in Roscoff, during the
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Seasons included Time interval Cloud screening IO at high tide IO at low tide
all ±1 hour no 1.55 ± 4.44 1.63 ± 4.37
all ±0.5 hour no 0.72 ± 4.37 1.36 ± 4.90
summer ±1 hour no 2.51 ± 3.23 1.53 ± 4.17
summer ±0.5 hours no 1.27 ± 2.00 1.55 ± 4.31
all ±1 hour yes 1.25 ± 5.91 1.21 ± 4.95
all ±0.5 hours yes -0.63 ± 6.60 0.85 ± 5.88
summer ±1 hour yes 3.07 ± 3.47 0.81 ± 4.01
summer ±0.5 hours yes 1.55 ± 2.04 0.76 ± 4.37

Table 4.2: Comparison of averaged IO slant columns (in units of 1012molec/cm2) for high and
low tide at Mace Head, Ireland, based on satellite data recorded between Jan 2004 and Feb 2008.
Different conditions concerning the included seasons (full year or only summer half-year), the time
interval around the point of high and low waters (one hour or two hours) as well as cloud screening
(via an intensity limit) have been investigated. The uncertainty ranges state the standard deviation
of all involved IO data points and show that the values and differences are not significant.

project Reactive Halogens in the Marine Boundary Layer (RHaMBLe), at maximum mixing ratios
around 30 ppt for short integration times of 10 s. Longer integration times yield much smaller
IO amounts demonstrating the high variability of IO concentrations and the transitory nature of
outstandingly high IO amounts.

The satellite IO data is processed in exactly the same way with identical selection criteria as
chosen for the case study at Mace Head. An analogous overview lists the results of the selection and
sorting procedures in Tab. 4.3. Like above, also for the location of Roscoff, all IO case averages are
in agreement with zero IO load taking into account the respective standard deviations. In contrast
to the Mace Head data, the IO amounts for low tide are in all but one combination higher than the
HW data. Although this is in general agreement with the ground-based observations, this finding
is not meaningful, because this difference between the high and the low tide IO amounts is not
significant. All amounts agree within their standard deviations.

Seasons included Time interval Cloud screening IO at high tide IO at low tide
all ±1 hour no 1.76 ± 5.21 1.89 ± 4.36
all ±0.5 hour no 1.69 ± 5.90 2.67 ± 4.29
summer ±1 hour no -0.38 ± 5.37 1.87 ± 4.62
summer ±0.5 hours no 0.27 ± 7.15 1.74 ± 4.32
all ±1 hour yes 2.25 ± 6.76 1.74 ± 4.59
all ±0.5 hours yes 2.06 ± 7.50 2.83 ± 4.98
summer ±1 hour yes 0.43 ± 7.27 1.32 ± 4.43
summer ±0.5 hours yes 1.07 ± 8.92 1.83 ± 5.03

Table 4.3: Comparison of averaged IO amounts for high and low tide at Roscoff. All settings are
according to Tab. 4.2, IO slant columns are given in 1012 molec/cm2.
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4.4.4 Discussion of the tidal analysis

In the mid-latitudinal cases presented above, the satellite IO columns have been found to agree with a
zero column amount within the respective standard deviations of the extracted time series. Reported
ground-based mixing ratios are mostly below the detection limit of the satellite observations, so
that the above results can be regarded as confirmation of two aspects. First of all, the satellite
observations confirm that no large and widespread IO amounts above the detection limit of the
satellite instrument are present at the investigated coastal locations. Secondly, the finding, that the
detection limit is not significantly exceeded, argues for a confinement of the IO molecules either to
the lowest atmospheric layers, or for strong localisation. If IO values in the range of surface levels
were constantly mixed over a large altitude range (>1 km), the satellite data would contain some
evidence of this. Additionally, the IO amounts observed by ground-based point measurements are
effectively reduced by the size of a satellite pixel and detection of IO is most impeded by probably
confined IO sources.

Although a long data set has been considered, the combination of necessary selection criteria
strongly reduces the number of data points. The individual reduction factors have been stated
above and following from this, one selected data series (either HW or LW) contains a number of
data points reduced by a factor of 6 up to a factor 48. The largest original time series contains
nearly 500 data points, so after the selection, on the order of between 90 (weak selection criteria)
and 10 (strict criteria) remain. The data basis for analysis is thus not large and as the IO amount
is close to the calculated detection limit, this data amount is not sufficient to reduce the influence
of noise errors strongly enough. Consequently, in none of the investigated situations, the difference
between the high and low tide is significant.

Concluding from the above findings, a different analysis strategy is needed for the observation of
a tidal signal in the atmospheric IO loading and for the identification of sources as well as their spatial
distribution and source strengths. Higher spatial resolution and more frequent measurements would
be favourable for the analysis of these questions. The satellite instrument OMI (Ozone Monitoring
Instrument), an imaging spectrometer installed on the Eos-Aura satellite (Levelt et al., 2006),
observes in somewhat higher spatial resolution with a typical ground-pixel size of 13×24 km2.
However, up to now the observation of IO has not been reported from that instrument. For a
purposeful investigation of the above tasks, specific aircraft measurements are proposed and planned
for the near future. Aircraft observations form an intermediate between ground-based and satellite
platforms.
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CAABA/MECCA code

In addition to atmospheric measurements from different platforms it is of interest to apply atmo-
spheric chemistry models to calculate concentrations and variations of atmospheric components for
certain conditions. In the field of iodine research, still many open questions remain, especially on
the sources of reactive gaseous iodine compounds and on some reaction pathways and their kinetics.
For example, the sources and pathways leading to the observed Antarctic IO observations are not
well known, although ideas for explanations certainly are being developed (cp. Sec. 3.3). In addi-
tion to these ideas, it is illuminating to use model studies to inspect the current knowledge which
is incorporated in the model by analysing whether or not certain observations can be reproduced.
Potential shortcomings in the current understanding may be identified in this way.
In the present study, the CAABA/MECCA model code developed at the Max Planck Institute in
Mainz (Sander et al., 2005) is applied. A model is needed that incorporates tropospheric chem-
istry including halogen chemistry in the marine boundary layer as well as in Polar Regions. For
the correct computation of iodine compounds, apart from gas phase chemistry, the model should
include the most important reactions in the aqueous phase and heterogeneous chemistry. Iodine
and its compounds show a relatively large variety of reaction pathways so that a large system
of reaction kinetics needs to be taken into account. The required properties are provided by the
CAABA/MECCA model.
In the following sections, the model will be introduced and its most important properties and char-
acteristics will be described. After outlining the objective of this modeling study, the specific choice
of parameters and model settings is motivated. The model results for the IO concentrations are
presented, and model findings are compared with the satellite results. From this, conclusions on
the necessary amounts of emitted iodine precursor amounts are obtained.

5.1 Modelling studies of iodine chemistry in the literature

Several studies have assessed the topic of atmospheric iodine chemistry with different specific ques-
tions and including different model settings. Depending on the underlying questions asked, the
concentrations of some substances are predefined and their influence on other species is investi-
gated. Some of the previously published modelling activities are summarised here.
The role of iodine photochemistry has first been addressed by Chameides and Davis (1980) for
the troposphere and by Solomon et al. (1994) also for the stratosphere, with a main focus on the
destruction of ozone in the presence of iodine. Chameides and Davis (1980) consider CH3I as source
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of I atoms and calculate the effect on O3, OH and NOx levels at a marine location at 30◦ latitude.
They identify several ozone destruction pathways and calculate the abundances of different iodine
compounds to lie in the ppt range for given CH3I concentrations up to 50 ppt. Due to the important
tropospheric role of OH, its sources and sinks need to be understood and quantified. Depending
on precursor levels between 10 and 50 ppt of CH3I, the OH concentrations were found to change
substantially by 22% and 100%, respectively.

In model calculations by Vogt et al. (1999), emissions of different halocarbons (CH2I2, CH2ClI,
and C3H7I) in addition to methyl iodide account for atmospheric iodine levels. They considered
certain iodine compounds (HI, HOI, INO2, and IONO2) as reservoirs of temporary nature, which
acted as final iodine sinks in previous studies (Chatfield and Crutzen, 1990; Davis et al., 1996).
This increases the degree of complexity of the chemical iodine cycling. One important result of
their model studies is the realisation, that the photochemical release of Br and Cl atoms from the
sea salt phase is facilitated in the presence of iodine. In addition to the impact of iodine itself, the
enhanced bromine and chlorine levels lead to an accelerated ozone destruction as compared to the
model before including iodine chemistry (Sander and Crutzen, 1996).

In studies conducted by McFiggans et al. (2000), observational constraints of various trace
gases, also of IO, have been applied and the impact on the oxidation capacity and several specific
compounds has been investigated. One focus of their work lies on the connection of iodine to the
aerosols phase, and they calculate high enrichment factors (several orders of magnitude) of iodine
in aerosol, in agreement with observations. Additionally, the impact on ozone destruction and
denoxification (loss of NOx) is once again addressed. In their model runs, they use a constant
concentration of iodocarbons.

The effect of iodine on the HO2/OH-ratio has been studied in more detail by Bloss et al.
(2005) who find that those studies neglecting the IO+HO2 →HOI+O2 reaction overestimate the
HO2 concentrations as compared to observations. In their model calculation, the present iodine
amounts lead to substantial loss of HO2 and some gain in OH, so that boundary layer chemistry is
considerably affected by even small amounts of iodine.

While most model work is adjusted to mid-latitude conditions of the marine boundary layer,
recently, Saiz-Lopez et al. (2008) have proposed a mechanism for the release of iodine species in
sea-ice covered regions, where emissions from ice algae below the ice sheets play a major role and
multi-phase chemistry is employed. They consider the equilibrium reaction

HOI + I− + H+ ↔ I2 + H2O

and vertical diffusion of iodine species through brine channels to the sea ice surface, from where
I2 may be released. They conclude from their calculations that the assumed emissions can ex-
plain observations of IO in Antarctic spring. The proposed release mechanism is, however, still
controversially discussed (Sander, 2008; Carpenter, 2008).

In the following study, the emission rates of organic precursor substances are kept constant
within each new model run (similar to the studies by Vogt et al., 1999) instead of the precursor
concentrations, and the resulting IO mixing ratios are investigated. First of all, the applied model
is now introduced.
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5.2 Description of the CAABA/MECCA model

The applied atmospheric chemistry model has an underlying modular structure - the complete code
is build up by separate parts, each part covering a certain aspect.

The underlying MESSy structure

The link between the model parts, for example the transfer of parameters and results between
the model parts as well as the organisation of the flow of variables is provided by the MESSy
(Modular Earth Submodel System) interface (Jöckel et al., 2005). MESSy is a new approach to an
Earth System Model (ESM). An ESM is concerned with the entire Earth system and the aim is to
combine all parts (such as the atmosphere, biosphere, hydrosphere and others) of the system and
to capture not only the subsystems themselves but most importantly the feedback mechanisms and
interactions between them. Earth system modelling can be achieved by linking existing domain-
specific models to each other. In this domain oriented approach, single models for certain domains
such as the whole atmosphere or the entire ocean system are used and an additional program, a
so-called coupler, combines all domains by exchanging parameters and values between them.
MESSy is rather process oriented. In this approach, a base model is used to control the model runs
and contains for example the central model timer. All important processes are described within
individual modules (submodels) which are directly linked to the base model and are not combined
into domain specific models first. All submodels can be switch on or off separately and a common
interface is used for the transfer of variables between the base model and the submodels.
The MESSy interface structure can also be used if not a complete ESM shall be run but a certain
subsystem. In the present case the included system comprises mainly the atmosphere, but also
biogenic emissions and surface effects through deposition.

The MECCA module

The atmospheric chemistry is incorporated in the MECCA module (Module Efficiently Calculating
the Chemistry of the Atmosphere), and MECCA then acts as a submodel within MESSy. This part
contains all relevant chemical reactions and transformations in the gas and aqueous phases and the
chemical reaction kinetics (Sander et al., 2005). The involved species and their initial values are
defined. For the setup of the reaction schemes, the Kinetic PreProcessor (KPP) software is used, a
free software specifically written for the computation of chemical reaction kinetics (Damian et al.,
2002; Sandu and Sander, 2006). KPP generates the mathematical program code and performs the
integration of the chemical equations.
The chemical reactions are mostly described by a set of stiff ordinary differential equations (ODEs).
Differential equations are described as stiff, if slowly varying components need to be considered
alongside others which are quickly damped, i.e., in cases when an equilibrium is quickly obtained.
In the present case quick and slow reactions participate in the reaction kinetics. For the numerical
integration of the differential equations, several integrators are available within KPP. Due to good
stability properties, all possible options are suitable for the integration of stiff differential equations
(Sandu and Sander, 2006). In the present study, the recommended positive definite Rosenbrock
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5 Modeling of atmospheric IO with the CAABA/MECCA code

integrator is applied as default.
The differential equations describe the temporal evolution of the involved chemical species. Species
with variable as well as fixed concentrations are considered. The Jacobian matrix Jf (i, j) play
an important role in the integration of chemical reactions. It describes how the concentration of
the variable species evolves in time depending on the concentrations of all other species (fixed and
variable). The functions fi describe the time derivatives of the concentrations dci/dt in dependence
of the other trace gases. An example equation for a concentration c of trace gas a, which depends
on, e.g., 2 other trace gases has the following form:

fa =
dca
dt

= −k1 · ca · cb + k2 · cc · cd,

where the kj are the reaction rate coefficients and ca...cd are the concentrations of involved species.
The first term with negative sign describes a loss reaction while the second summand specifies a
production process. The equation for the temporal evolution of concentrations can have in reality a
lot more terms, but the general form corresponds to the above equation. Additional loss processes are
deposition and photolysis. These do not depend on the concentrations of the other trace gases. The
Jacobian matrix contains the partial derivatives of the functions f with respect to the concentrations
of all substances.

Jf (i, j) =
∂fi
∂cj

The MECCA code increases the efficiency of the integration by not using the full Jacobian but
saving only the non-zero values and their respective matrix coordinates, i.e. the Jacobian sparsity
matrix.

Considering the implemented chemistry, MECCA offers the choice between many different scenarios.
The tropospheric as well as stratospheric chemistry are covered and different choices for the included
substances are possible. Depending on the individual requirements, the model user may select the
appropriate scenario. Gas phase as well as aqueous phase species and reactions can be included.
If necessary, the chemical mechanism can also be extended, e.g. if new results from laboratory
studies become available. The chemistry involved is based on several previous studies, specifically
the halogen chemistry is implemented from Sander and Crutzen (1996) and von Glasow et al. (2002),
with partly updated kinetics data. Chemical kinetics data is available, e.g., from Atkinson et al.
(2004), Atkinson et al. (2006) and Sander et al. (2006b). A summary of the implemented chemistry
and kinetics data is provided (Sander et al., 2005, supplementary material1).

The CAABA boxmodel used as base model

MECCA needs to be linked to a base model providing the atmospheric situation for which calcula-
tions shall be performed. The base model can be of different degrees of complexity. In the present
study, a boxmodel is chosen to provide the basic situation, but also a complete General Circulation
Model (GCM) can be applied. For the calculation of the abundances of iodine compounds under

1http://www.atmos-chem-phys.net/5/445/2005/acp-5-445-2005-supplement.zip
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5.2 Description of the CAABA/MECCA model

defined conditions, a zero dimensional boxmodel is suitable here. This part is called CAABA -
Chemistry as a Boxmodel Application. And the boxmodel in connection with the chemistry pro-
vided by MECCA is referred to as the CAABA/MECCA code (Sander et al., 2009). The scheme
in Fig. 5.1 shows the general structure of the combined model.
Apart from the atmospheric chemistry which is provided by MECCA, two additional submodules
are required. The SAPPHO module provides the photochemistry, i.e. photolysis rates. Emission
and deposition reactions and rates are given by the SEMIDEP (Simple Emission and Deposition)
module. Within the boxmodel structure parameters for the geolocation and time are chosen, needed
for the calculation of photolysis rates. Meteorological settings such as the temperature, pressure
and humidity are set which influence the chemical kinetics. Also different properties of the involved
aerosols (or the option of excluding aerosols) can be defined.

CAABA Boxmodel

MESSy Interface

SAPPHO
photolysis

SEMIDEP
emission, 

deposition

MECCA
chemistry

Figure 5.1: Structure of the CAABA/MECCA
modeling code. The link between the individ-
ual purpose submodels is provided by the MESSy
interface. In the present case the boxmodel
CAABA serves as base model.

Overview of the implemented iodine chemistry

The complete reaction mechanism incorporated in MECCA contains about 200 gas phase reactions
and 60 photolysis reactions, depending on specific choices. The ”base run” in this study, for example,
has 197 gas phase and 64 photolysis reactions with 112 species involved in total.
The iodine chemistry which is considered in the MECCA code is graphically demonstrated in
Fig. 5.2. For this purpose, all reactions and conversions which involve iodine species have been
selected from the complete mechanism for an overview of this specific part of the model. The
picture does not give information about the relative importance of the single reactions, but shows
which species are connected to each other by chemical conversions. The different types of boxes and
arrows chosen for the individual cases are explained in the legend. The only species which is not
a chemical molecule in this figure is Ipart, which summarises all particulate iodine substances. The
different types of fine particles that can be created by iodine species are not individually treated
in this model. Current understanding is that the formation of fine particles from iodine oxides is
connected to the OIO molecule, which therefore is the link to particulate iodine in the applied
code.
Some existing reactions are not yet incorporated in the model. As laboratory studies progress, the
chemical mechanism can be extended and completed. So far, no new reactions have been added.
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Figure 5.2: Excerpt of the MECCA chemical mechanism showing all reactions and conversions
which involve iodine species. Different kinds of species are marked by individual boxes and different
classes of reactions by individual arrow types. Ipart denotes collectively all particulate iodine
substances. As prefactors are omitted for clarity, they have to be added where appropriate to make
the stoichiometry correct. Generally present species as O2 may be omitted in some cases.
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Figure 5.3: Scheme of the aqueous phase reactions related to iodine as considered by the MECCA
model. Substances outside the schematic droplet/liquid water containing aerosol belong to the
gas phase (cp. Fig. 5.2), all substances inside (surrounded by circles) are dissolved in the liquid
phase. The species Y denotes either Cl or Br. The meaning of colours and boxes from Fig. 5.2 is
maintained.
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5 Modeling of atmospheric IO with the CAABA/MECCA code

5.3 Objectives and model settings

The satellite measurements presented in previous section add new information to the knowledge
about amounts and distribution of IO which is important for the picture of iodine chemistry and
its relevance for atmospheric composition. Regions with enhanced IO amounts ask for further
explanation and interpretation.

In addition to the observed absolute IO columns and distributions as well as upper limits
for certain locations, it is of interest to estimate which source strengths of iodine precursors are
necessary to produce the observed IO amounts. This needs to be computed taking into account up
to date atmospheric chemistry including iodine chemistry as far as it has been assessed by laboratory
studies before.

In the conducted model calculations, first of all realistic scenarios of the Antarctic troposphere
are set up. The aim is then to compute IO amounts which are in accordance with the satellite
observations. As the quantity which is computed and used by the applied model under given
conditions is the volume mixing ratio of the trace gases, the column amounts from the satellite
retrievals need to be transformed before comparison is possible. As discussed in Sec. 2.4, the
conversion from trace gas columns to a concentration at a certain altitude requires the knowledge of
the altitude profile. As this is not well known in the case of IO, the VMR inferred from the satellite
data shows one order of magnitude difference between a 1 km box profile and a 100 m box profile,
for example. Seasonal averages for the slant columns lie in the range of 8×1012 molec/cm2 in the
South Polar Region. For an AMF of 4 and the two box profile cases the amounts of the inferred
VMR lie between 0.8 and 8 ppt (cp. Chapter 3). In measurements from the ground, several ppt of
IO have been reported for some favourable conditions in Antarctica (Saiz-Lopez et al., 2007b), in
agreement with above estimations. The open question at this point is, which conditions are needed
to produce these concentrations of IO under Antarctic conditions. This shall be investigated in the
following by using appropriate settings and varying the emissions of precursors.

The location chosen for the model studies is Halley Station close to the Antarctic coast (75.5◦S,
26.5◦W). For this location, the typical meteorological conditions (temperature, pressure, humidity)
need to be fed into the model code. Due to the vicinity to the ocean from the chosen location, the
chemistry of a marine boundary layer is an appropriate choice. Some basic model settings that were
kept fixed for all model runs are listed in Table 5.1.
One combination of reasonable parameters and settings is chosen as the ”base run” to which sub-
sequent model runs will be compared. A selection of important specific settings is summarised in
Tab. 5.2.

Different combinations of settings have been tested in order to gain insight into which parameters
are the most influential for the resulting concentration of IO. All properties listed in Tab. 5.2 for
the base run have been varied. One focus is on the effect of different emission rates. The chosen
cases of emission rates are related to published observations, measurements and other model studies.
Usually, emission rates are given either in units of ”molecules per cm2 per second” or in ”nmol per
m2 per day”. The conversion between the two options is:

1 · 106 molec/cm2/s = 1.44 nmol/m2/day.
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5.4 Model results

Parameter Setting
Location Halley Station
Latitude 75.5◦S
Longitude 26.5◦W
Pressure 980 hPa
Humidity 80%
Model Start Time 1st September
Model Duration 15 days
Model Time Step 20 minutes

Table 5.1: Settings for the basic conditions valid for all model runs.

Property Setting
Temperature 253 K
Aerosols 2 phases: sulphate aerosol, sea salt aerosol
Emissions CH3I at 6 · 106 molec/cm2/s (Vogt et al., 1999)

CH2I2 at 1.32 · 106 molec/cm2/s (Carpenter et al., 2007)
cp. Tab. 5.3

Initial amounts only CH3I at 2 ppt

Table 5.2: Model parameters and settings as used in the base run.

Whenever the emission rate is given in nmol/m2/day in the literature, the number is converted
to molec/cm2/s for consistent use and direct comparison throughout this chapter. Table 5.3 lists
the definitions of the emission settings applied in some of the test runs. The emissions set in the
base run are taken from the only available measurements of organic precursor fluxes conducted
in the Antarctic (Carpenter et al., 2007). The time and exact location are not coinciding with
highest satellite IO values, so that modeled IO is not expected to be at maximum for the base run.
Other observations and studies report higher emission rates, but the knowledge of emission rates
are sparse. The base run results in too small IO amounts to explain the satellite observations as
shown below.

5.4 Model results

The resulting IO amounts from different model runs are now investigated. Each model run produces
time series for each included trace gas and aqueous phase species. Figure 5.4 displays the temporal
evolution of the IO concentration calculated by the Base Run. For the first model days, the trace gas
amounts change strongly as the situation is mostly not in equilibrium. After stability is achieved,
the daily maximum IO amount ranges around 0.012 ppt. This is far below the converted satellite
results, about 2 orders of magnitude too small. One interesting finding is that the time of day with
maximum IO amounts approximately coincides with the Sciamachy overpass time, also for the
following model runs. This is a result of the ongoing photochemistry which in first place releases
iodine from the photolabile iodocarbons, but also photolytically reduces IO amounts.
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5 Modeling of atmospheric IO with the CAABA/MECCA code

Label Molecule Settings
Base Run
emis2ave two emitted compounds

CH3I 6 · 106 molec/cm2/s (Vogt et al., 1999)
CH2I2 1.3 · 106 molec/cm2/s (Carpenter et al., 2007)

emis2max two emitted compounds
CH3I 6 · 106molec/cm2/s (Vogt et al., 1999)
CH2I2 4.2 · 106 molec/cm2/s (Carpenter et al., 2007)

emis2MH two emitted compounds only
according to measurements at Mace Head (Carpenter et al., 2001)

CH3I 6 · 106 molec/cm2/s (Vogt et al., 1999)
CH2I2 1.4 · 109 molec/cm2/s (Carpenter et al., 2001)

emisVogt all emissions as in (Vogt et al., 1999)
CH3I 6 · 106 molec/cm2/s
CH3H7I 1 · 107 molec/cm2/s
CH2I2 3 · 107 molec/cm2/s
CH2ClI 2 · 107 molec/cm2/s

emisCarpenter personal communication of model authors with Lucy Carpenter
CH3I 6 · 106molec/cm2/s (Vogt et al., 1999)
CH3H7I 1 · 107 molec/cm2/s (Vogt et al., 1999)
CH2I2 3.8·108 molec/cm2/s
CH2ClI 1.3·109 molec/cm2/s

Table 5.3: Model settings for different precursor emission rates, according to different observations
and publications.

Figure 5.4: Modelled volume mixing ratios of IO for the base run shown for the complete model
time period of 15 days.
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5.4 Model results

Results from different emission scenarios

In a next step, the biogenic iodine precursor emissions as reported in the literature are varied as
given in Tab. 5.3). The resulting IO volume mixing ratios computed from these five scenarios are
compared in Fig. 5.5. For each case, the maximum IO on the last model day is shown. The base run
and two other scenarios (emis2max and emisVogt) show values well below 0.8 ppt and consequently
cannot explain the IO amounts retrieved from satellite observations. The emissions measured by
Carpenter et al. (2001) in Mace Head (emis2MH) and the combination of emissions reported by
Vogt et al. (1999) and from personal communication of model authors with L. Carpenter lead to
IO VMR amounts between 1 and 3 ppt. For both cases with large IO amounts, the emission of
polyhalomethanes (CH2I2 and CH2ICl) are the crucial settings. In the other studies and scenarios,
these were either not present or much lower.

Therefore, a comparison of modelled IO concentration in direct dependence of the emission
rates has been performed. Figure 5.6 contains input from several model calculations - each point
reveals the result from one individual model run. The maximum IO VMR resulting for the last
day of the model run time (15th September) is shown versus the appointed emission rate of methyl
iodide (red) and diiodomethane (blue). The data points correspond to the model output values,
while the solid lines are 4th order polynomial fits included in the graph as a guide to the eye. Very
clearly, the achieved IO amounts are much higher for CH2I2 emissions than for CH3I. This difference
is not only caused by the two iodine atoms per molecule of CH2I2, but mainly by its much larger
photolysis rate.

The above findings show that the biogenic emissions observed by Carpenter et al. (2007) in Antarc-
tica during one research cruise are not high enough to account for the IO concentrations observed
in the present study at least with the current chemical scheme. The conditions during the research
cruise probably did not support the maximum emissions possible, times with higher fluxes are ex-
pected. A few point measurements within a few days in the month of December were taken and this
cannot suffice to explain observations in all seasons. At other times emissions may well be much
higher and biogenic pathways are still considered relevant for iodine release in the Antarctic. In
this sense, the model results do not contradict the assumption of biological release.

Figure 5.5: Modelled
volume mixing ratios of
IO (the maximum of the
last model day) from
five different scenarios
with individual emission
settings as stated in
Tab. 5.3. Model la-
bels: 1) base run, 2)
emis2max, 3) emis2MH,
4) emisVogt, 5) emis-
Carpenter .
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5 Modeling of atmospheric IO with the CAABA/MECCA code

Figure 5.6: Maximum daily IO values on the 15th model day calculated by the CAABA/MECCA
code in dependence of the applied emission rates of CH3I (red) and CH2I2 (blue).

Emissions reported at other sites and from other studies, lead to modelled IO amounts in the
range calculated from the satellite results in agreement with ground-based measurements. With
these emission settings chosen, IO mixing ratios on the order of a few ppt are achieved.
In order to reach the IO amounts seen from satellite, emissions of CH2I2 are most important.
Observed amounts and emission rates of methyl iodide only lead to an IO mixing ratio on the
order of 0.01ppt and cannot explain current satellite observations if IO is confined to the lower
atmospheric layers as was reported by Saiz-Lopez et al. (2007c).

Even if high biogenic emissions are assumed, the resulting IO amounts are rather on the low
side. Owing to the low number of available flux measurements, it is possible that higher emission
rates occur without having been observed yet. Especially, no measurements were performed within
the Antarctic sea ice during the Spring time period. In addition it seems to be likely, that some
potentially important processes are not yet considered in the model.

5.5 Proposed model extensions

As mentioned above, applied atmospheric models may be incomplete, possibly in the present case,
some reaction pathways are neglected which have a significant influence on the results or new kinetic
studies may revise the knowledge on certain reaction rates. The presented calculations result in
IO amounts which are clearly on the low side of observations. In regard of potentially missing
chemistry or inappropriate kinetics data, candidates for future model changes or extensions need to
be identified.
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One possibly important reaction has been identified to be neglected in the model, which is the
photolysis of the OIO molecule. This reaction has been controversially discussed in the literature.
The quantum yield of the respective products is not agreed on. Recent new laboratory work
(Gómez Martín et al., 2009) gives new evidence that OIO photolysis with a quantum efficiency
of unity, while former laboratory studies had reported a quantum yield 0.05 (Tucceri et al., 2006).
Gómez Martín et al. (2009) estimate that iodine emissions need to be five times larger in case the
quantum yield takes on the smaller value of 0.05 instead of 1. The fact that one missing reaction
which is potentially important may change the modelled IO amount effectively fivefold shows how
important the completeness of the chemical mechanisms is to compute values in agreement with
real world observations. The effect of including the OIO photolyses with a quantum yield of 1 for
iodine atoms will be investigated in future studies.

In addition, several heterogeneous phase reactions, recycling on snow/aerosol surfaces need to
be included. Currently, particulate iodine acts as a sink in the model, while sea salt aerosols are
modelled to exchange some compounds between aqueous and gas phase. However, the release of
gaseous compounds from iodine particles may well be possible. Considering the molecule I2O5 ,
which is a compound of particulate iodine and of hygroscopic nature, the following reactions might
proceed, where gas phase species react with aqueous phase substances on the aerosol surface:

I2O5 + H2O(aerosol) → 2HIO3(aerosol)

OH + HIO3(aerosol) → H2O(aerosol) + IO3(g)

IO3 + hν → OIO + O
→ IO + O2

In this case, gas phase reactive iodine would be recovered. Presently, it is not known, if these specific
reactions occur. Reaction cycles of this type, involving gas phase and aqueous phase species at the
same time, deserve further attention and might improve the understanding of iodine recycling from
the particulate phase.
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6 Analysing ship borne data for the
improvement of DOAS retrievals

In April-May 2008, a Bremen MAX-DOAS instrument (Sec.1.9.2) was taken onto a cruise through
the Atlantic ocean on the research vessel Polarstern. The instrument is designed for observations in
the UV and the visible wavelength regions. In order to investigate the water leaving radiance, data
from this cruise is analysed and discussed here. The aim for this study is to extract a correction
spectrum for the improvement of satellite retrievals over water bodies.

6.1 Motivation for the following analysis

As discussed in Section 3.1, there are regular artefacts in the satellite retrievals which are common to
several of the trace gas products deduced from, e.g., Sciamachy observations. One very prominent
artefact that has already been examined from different sides are the negative trace gas amounts
above the clear ocean regions. It is not clear up to now, why in these wide spread regions some
trace gas products show some negative values, e.g. IO (Schönhardt et al., 2008) or CHOCHO
(Wittrock, 2006). In other products, no negative values appear, but the pattern of the different
ocean regions nevertheless shows up in the global maps. The clear ocean regions contain low
chlorophyll concentration and low biological activity.

The problematic effect on the spectroscopic measurements might have different sources. The
sunlight travels a larger path length through clear water, where the light path is not obstructed by,
e.g., large suspended particles. The water molecules themselves and narrow band spectral features
may affect the spectrum of the transmitted light stronger. These influences have their origin in ab-
sorption, but also in scattering processes. The absorption by liquid water is broad-band and rather
weak at visible wavelengths, but may affect atmospheric measurements nevertheless. Its absorption
coefficient has been measured in the laboratory, e.g. by Pope and Fry (1997). Other features are
less well known and might have a considerable impact, like the spectrally more structured absorp-
tion coefficients by Chlorophyll, certain Phytoplankton types or CDOM (Chromophoric Dissolved
Organic Matter). However, the clear water regions contain just little of these substances, which are
more prominent in the biologically active areas.

Clear ocean regions often are the calmer regions, leading to a tendency towards a flatter surface.
Therefore, polarisation effects will play a larger role here. Another effect is the inelastic scattering
of photons at water molecules (and other molecules within the ocean water), i.e. the vibrational
Raman scattering. The molecules are excited, e.g., from the ground level to an electronically higher
level and relax back to a vibrationally excited state of the electronic ground level. This results in a
wavelength shift of the emitted photon as compared to the incident photon and by exactly the same

159
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principle as discussed for the Ring effect (cp. Sec. 1.6.3) causes an in-filling of strong absorption
structures, especially of the Fraunhofer lines. Calculating the spectral effect of VRS has already
brought some insight into this process and the influence on trace gas retrievals (Vasilkov et al.,
2002; Vountas et al., 2003). Nevertheless, some insufficient correction or some additional features
in these clear ocean regions are still apparent.

Instead of (or additionally to) calculating the effects that water has on the light spectrum, it
should be useful to measure these effects directly. Therefore, the idea developed to use a DOAS
system that would specifically observe the water leaving radiance on the Polarstern cruise. For this
purpose, some additional viewing directions were added to the usual cycle of measurement scans
through the atmosphere. Additional angles at a line-of-sight (LOS) below 0◦ (below the horizon)
were chosen where the instrument is looking downwards - towards the ocean water.

6.2 Instruments and measurement details

The track of the ship cruise during which the DOAS measurements were recorded is shown in Fig. 6.1
and took place from April 18th - May 20th 2008. The usual speed of the research ship was close
to 11 kn (i.e. 20 km/h) with daily station periods without ship motion at noon or in the afternoon
for around 1 to 2 hours. These calm station periods were quite important for measurements in low
viewing angles, as the bow wave or the associated sea spray during usual motion partly obstructed
the sight into the ocean water at angles below the horizon.

Figure 6.1: The track of the ANT-XXIV/4 Polarstern cruise
from Punta Arenas (Chile) to Bremerhaven (Germany).

The DOAS instrument on board comprises two spectrometer units, one measuring in the UV and
one in the visible wavelength region, which were both served with light by one mutual telescope. The
viewing angle is determined by the position of a mirror mounted within the telescope box. Further
basic information on the Bremen MAX-DOAS systems is given in Sec. 1.9.2. Table 6.1 contains
some details on the instrument parameters, while Fig. 6.2 shows a schematic of the instrument’s
viewing geometry on the ship.
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6.2 Instruments and measurement details

Instrument Data UV instrument VIS instrument
Spectrometer Acton 500 Acton 275
Grating 600 lines/mm 300 lines/mm
Wavelength Range 327 - 410 nm 400 - 710 nm

Measurement Information Usual Value
typical exposure time 0.5 s
integration time (zenith) 120 s
integration time (other directions) 60 s

Table 6.1: Overview of the instruments (top) applied on the Polarstern ship cruise, as well as some
relevant measurement settings (bottom).

Zenith

ship

telescope

ocean

Scan

Direction A

Direction B

=0
Figure 6.2: Sketch of the viewing geometry
of the DOAS telescope onboard the research
vessel. The sequence of the viewing angle β,
also referred to as line of sight (LOS), was cho-
sen such that viewing into the ocean water was
facilitated (−90◦ < β < 0◦) in addition to the
usual scans above the horizon (β > 0◦).

Sequence of viewing angles

The usual measurement sequence comprises viewing towards the zenith, viewing at LOS= −60◦ (into
the water), at LOS= 30◦ (into the atmosphere) and viewing at the scan angles between LOS= −2◦

and LOS= 14◦ in 2◦ steps. Some additional low angles between −60◦ and −48◦ through a lower
window in the telescope box and between −22◦ and −2◦ through the upper window are included
during the occasional station periods of the ship (usually once a day for about 1 to 2 hours).
The integration time is usually 60 s for all slant directions, and 120 s for the zenith observation. A
complete sequence therefore takes about 20 minutes. When the sun is too close to the observation
direction, the slant viewing directions are interrupted and only zenith observations are performed to
avoid too intense illumination and saturation due to direct sun. A typical measurement sequence is
depicted in Fig. 6.3, where the LOS is plotted versus universal time here for the 10th of May 2008.

Data correction

Before the Polarstern DOAS measurements could be properly analysed and interpreted, some cor-
rections had to be performed. Owing to the ship motion (especially the pitch and role angles), the
viewing direction given by the telescope’s mirror angle and determined by the computer control
is not the real viewing direction from where photons are collected. The usual integration time is
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6 Analysing ship borne data for the improvement of DOAS retrievals

Figure 6.3: Line of sight versus time [UT] for the 10th of May, a typical day of the research
campaign.

60 s or 120 s, while the frequency of the ship motion lies on the order of 0.1 Hz, depending on
conditions. In any case, the integrated observations then contain measurements in different viewing
directions, averaged over a wider range of angles. In order to receive measurements within a smaller
interval of angles and to be sure about the real viewing angle, the original spectra (recorded at 2 Hz)
were sorted. The sorting routine needs the information on the ship motion as input apart from the
original spectra. Information on the pitch and roll angles is available from the ship’s navigation
platform. The sorting and averaging routine performs the following steps:

• Reading-in of the position information from the ship in high temporal resolution (10 Hz).

• Reading-in of the original spectra (before integration over 60 s or 120 s respectively) with the
given measurement time and LOS information in the header.

• The LOS given in each spectrum is corrected by the additional angle from the ship and is
assigned to a new class of measurements (in 2◦ steps).

6.3 Retrieval of the liquid water absorption

First of all one needs to know, if the radiation that was recorded in the water viewing direction
has really passed through the ocean water. If this is the case, the spectra should have picked up
some liquid water absorption. The absolute absorption coefficient in the visible wavelength region
and the differential absorption structure in a smaller spectral interval are shown in Fig. 6.4 from
laboratory measurements by Pope and Fry (1997).

For the retrieval of the liquid water absorption, a wavelength region was chosen that still overlaps
with the regions of further interest (see below) and where the water absorption has sufficient spectral
structures. The following retrievals were performed for the wavelength region from 420 to 540 nm,
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6.3 Retrieval of the liquid water absorption

(a) (b)

Figure 6.4: (a) Absolute absorption coefficient of pure liquid water as measured by Pope and Fry
(1997). (b) Excerpt of this spectrum in differential form, i.e. a polynomial (here of degree 5) has
been subtracted to enhance the higher frequency structures.

i.e. the region covered in Fig. 6.4(b). The DOAS fit settings that were applied for the retrieval of
the liquid water absorption are listed in Tab. 6.2.

Liquid water retrieval
Wavelength region 420 - 540 nm
Trace gases

H2O(liq) (Pope and Fry, 1997)
H2O(g), 296 K (HITRAN data base)
O3, 241 K (Burrows et al., 1999a)
O4, 296 K (Greenblatt et al., 1990)

Considered effects
5th order polynomial
Ring effect (Sciatran)
stray light (constant offset)

Table 6.2: DOAS fit settings for the retrieval of liquid water absorption in the visible wavelength
region.

The fit factors for the liquid water absorption give the average effective light path through the
water, as in this case, not the absorption cross section but the absorption coefficient is applied.
A sample fit result for the fitting of the water absorption structures can be inspected in Fig. 6.5.
The expectation now is, that for water viewing angles a positive fit factor should result from the
fit and a small or negative one for higher viewing angles. The background spectrum is taken from
the 30◦-direction above the water surface. (This was preferred in comparison the the zenith-sky
spectrum to avoid potential additional structures related to the mirror.) It is possible that the
30◦-direction also contains a small signature of the water absorption from water leaving radiation
scattered into the field of view of the instrument. In case of less water signature in the compared
spectrum, the resulting fit factor would be negative. This is observed in some occasions, especially
in the fit of the zenith spectra against the 30◦-direction. In Fig. 6.6 the water absorption fit factor
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(liquid water path) is plotted versus the LOS for two sample days (May 2nd and 12th, 2008).

Figure 6.5: Sample fit result for the water absorption structures showing the differential optical
depth vs. wavelength. The scaled reference spectrum (black) originates from Pope and Fry (1997)
(cp. Fig. 6.4) and the measurement (red) was taken at a LOS of -2◦ and shows here the fit result
of the water absorption including the residual.

6.4 The mixed water effect

In the following, remaining spectral structures possibly hinting at unconsidered water effects shall
be extracted from the measurements. For this purpose, a DOAS fit has been performed. The
objective is to remove all known absorption lines and spectral features from the measured spectra
and to receive a residual that contains information about all processes that are still unaccounted
for. It is important to exclude as many other features from the spectra as possible to reduce the
probability of artefacts and remnants of other trace species in the residual. The remainder should
be related to the processes affecting the light in the ocean water, which of course needs to be tested.
For the extraction of the water effect, suitable DOAS fit settings need to be chosen.

Extraction of the water effect

The wavelength region which is of special interest here, lies around the possible fitting windows of
IO, CHOCHO and NO2. In the spectral interval where these trace species are typically analysed
the mentioned problems (cp. Sec. 6.1) occur. The final goal is to improve the satellite retrievals
for these atmospheric gases. As it turns out at the end of the following procedures, the discovered
spectrum for the mixed water effect does in deed pick up the signal over clear water regions. But
unfortunately, the observed effect is not able to eliminate the discussed problems over clear water
regions for these trace gases when included in the satellite retrievals.

Considering the spectral region of interest, the presented analysis will concentrate on the ob-
servations in the visible wavelength region. The central window that was chosen for the analyses
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6.4 The mixed water effect

(a)

(b)

Figure 6.6: Fit factors of the liquid water absorption retrieved from the Polarstern DOAS mea-
surements for two different days, the 12th (a) and the 2nd (b) of May, respectively. For (b) the LOS
was restricted to the water viewing directions.
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6 Analysing ship borne data for the improvement of DOAS retrievals

lies between 411 and 455 nm, containing some prominent features of IO, CHOCHO and NO2. It is
necessary that the chosen wavelength window extends a few nm to both wavelength sides beyond
the limits of the usual fitting windows of these trace gases because the final product of the present
analysis - the residual structure - shall be used in subsequent DOAS retrievals as reference spec-
trum. Reference spectra always need to be available in a spectrally wider region than the fitting
window, as they need to be convolved with the instrument’s slit function, also at the borders of the
window. Additionally, some shift and squeeze is allowed for the reference spectrum. So a slightly
wider window than seemingly necessary is selected.

The applied DOAS retrieval settings for the extraction of the mixed water effect from the
remaining residuals are given in Tab. 6.3. The measurements of interest are the spectra recorded at
low elevation angles (negative LOS θ) where the light has passed through the ocean water before
entering the spectrometer.

DOAS retrieval settings
wavelength region 411 - 455 nm
background spectrum direction A (LOS = 30◦)
polynomial 5th order
included trace gases

NO2, 221 K (Burrows et al., 1998)
O3, 241 K (Burrows et al., 1999a)
O4, (Greenblatt et al., 1990)
H2O(g) , 296 K (HITRAN data base)

considered effects
Ring effect (calculated by Sciatran)
stray light (constant)

Table 6.3: Retrieval settings for the DOAS fit from which the residuals are used to extract the
mixed water effect.

To make sure, that the fit is reasonably stable, retrievals in shifted or extended surrounding
wavelength regions were performed. Only minor changes in the residual within the central range of
the wavelength window were obtained, so that the DOAS retrieval can be considered stable for the
chosen settings.
For the choice of the polynomial degree, the stability of the residual was tested for an increasing
polynomial degree. Finally, the smallest degree was chosen, from which on no large effects were
encountered when the degree was increased. For the given measurements and retrieval settings, this
was a polynomial of 5th order (six degrees of freedom).

For the extraction of the mixed water effect, only those residuals from measurements during
ship station were selected. As discussed and shown in the previous section, for these observations the
recorded light really passed through the ocean water before entering the spectrometer and should
therefore contain the unaccounted water effects. After the DOAS retrieval with above settings,
the fit residuals of the observations during station period were extracted and averaged. For this
purpose, only measurements between -60◦ and -50◦ were selected. For the individual LOS, different
numbers of spectra are available, because observations were not performed for all viewing angles on
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6.4 The mixed water effect

every day and not always during station period. Only in B-direction (i.e. at -60◦ LOS, cp. Sec. 6.2)
regular measurements were recorded nearly every day also during the station periods. The analysis
is restricted to measurements at station times, because the influence from spray water during ship
motion was found to prohibit the clear sight into the ocean water. In total, around 100 spectra
could be used for averaging:

• From the low LOS scans (between -58◦ and -50◦):
3 days for 32◦, 13 days for -56◦, 3 days for -54◦, 13 days for -52◦, 1 day for -50◦ with one or
two measurements a day.

• From the lowest LOS, the regular B-direction (at -60◦):
19 days nearly throughout the campaign with a total of 56 single measurements.

In Fig. 6.7, the residual spectra for the different viewing angles are shown. All of the residu-
als originating from the above mentioned measurements were averaged to yield a weighted mean
residual. This is also included in Fig. 6.7 in grey. The plot shows, that the residuals from the
different low viewing angles have several structures in common. Some noise on the spectra and
individual features in single measurements certainly lead to some differences between the shown
residuals. But nevertheless, at several spectral positions, there are clear systematic features. Here,
attention should be turned to the structures around 424 - 428 nm, 434 - 438 nm, and 443 - 446 nm.
Additionally to the general similarity between the residuals, in these positions persistent structures
are most apparent.

Figure 6.7: Averaged residual spectra for different LOS (shown in different colours) from the
measurements taken during ship station. The weighted average over all LOS is shown in grey.

The extracted residual spectrum exhibits fairly high frequent structures. Presently, it is not
possible to clearly link these detected systematic structures with a certain physical or other process.
Considering the input data (Fig. 6.7), it becomes clear that apart from the systematic features,
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6 Analysing ship borne data for the improvement of DOAS retrievals

which are common to all residual spectra, also other, less specific peaks and structures exist. In
these other regions, the differences between the individual measurements are more apparent and
certainly, there is some remaining noise in the results. So also the averaged residual spectrum,
assigned to the mixed water effect here, contains some yet undefined amount of noise, instrumental
effects and retrieval related features, which cannot be removed from a finite set of measurements
recorded under varying atmospheric conditions.

It would be interesting and insightful to determine the origin of each of the detected persistent
features, but the similarity to known spectral effects like the VRS or the absorption by chlorophyll
is not evident. The correlation coefficient in this wavelength region between the VRS spectrum
and the retrieved water effect yields a value of c = 0.05, i.e. the two spectra are nearly linearly
independent. A clear attribution is not possible on the basis of the current knowledge.

Certainly, it is necessary to find out, if a main portion of these extracted structures really is
connected to processes happening in the ocean water and are not of, e.g., instrumental origin. This
means especially, that the structures should appear only in the water viewing LOS and not in the
zenith direction for example. This is investigated in the next section.

Fit factors of the mixed water effect

A confirmation is needed that a substantial part of the extracted average residual is really caused
by mixed effects in the ocean water. The extracted water effect can be included in a further DOAS
fit to find out how much of these water effect features is found in which of the available viewing
angles. The absolute value of the fit factor is expected to be large for angles that view into the water
and close to zero for angles viewing into the atmosphere. The extracted residual is now included
in a DOAS fit in exactly that spectral form as shown in Fig. 6.7. That means, that absorption
lines appear as minima in this reference spectrum. This is exactly contrary to the algebraic sign of
absorption cross sections, where absorption lines appear as positive peaks. Therefore, the fit factor
will be negative here in case the structures of the declared water effect are detected. Consistently,
the same DOAS fit settings are chosen as before in the wavelength region from 411 to 455 nm.

The DOAS retrieval of the mixed water effect is now performed for the measurements of the
entire campaign. In Fig. 6.8, an example fit result is shown, with the scaled water effect spectrum
(black) and the fit from the actual measurement containing the remaining residual (in red). The
(dimensionless) fit factor for this example fit is -1.01±0.10, implying a detection of the water effect,
i.e. with correct algebraic sign. The stronger features from the water effect spectrum are well visible
in the measurement (Fig. 6.8). Additional noise and unassigned structures are apparent also, as the
curve shown in red is an individual measurement.

Now the fit results shall be analysed further by examining how the water effect fit factor depends
on the viewing angle. The results of several days of measurements are combined in Fig. 6.9. The
respective fit factors for the mixed water effect are plotted versus the line of sight, first of all only
for angles towards the water. In the -2◦-direction, a large variability can be seen. In this direction,
measurements were recorded throughout the day, so that several different conditions are combined
here. The average fit factor resulting at -2◦-direction is 0.17, but the scatter amounts to ±0.43,
which is substantially larger.
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6.4 The mixed water effect

Figure 6.8: Fit result showing an example retrieval of the water effect from one Polarstern mea-
surement on May 10th . The black curve is the scaled water effect as it was extracted from the
residuals. The measurement fit result containing the actual residual is plotted in red.

The expected values for positive LOS (above the water) are close to zero, while small deviations
from zero can be understood because also at viewing directions above water, parts of the water
leaving radiance may be scattered towards the instrument. For May 1st 2008, the retrievals in
zenith-sky direction, e.g., yield an average value of the water effect fit factor of -0.30±0.38. This
value is still compatible with an average of zero, but also exhibits a large variability. This large
variability is mostly due to a substantial noise portion still present in the extracted water effect
spectrum. Additionally, the water effect was extracted from spectra recorded at quite different
meteorological conditions. It is not possible to further homogenise the evaluation as the data set
is already rather restricted. Nevertheless, the retrievals show the correct tendency and behaviour
with values around zero at viewing directions above the water and negative fit factors for the low
angles.

The fit of a linear function to the water effect fit factor (WEFF) with respect to LOS, based
on the data in Fig. 6.9, results in the following dependency:

WEFF = (0.023± 0.005)/◦ · LOS + (0.138 ± 0.080)

Although the data basis is rather small, the expected behaviour is revealed. A strongly negative
WEFF would be retrieved for direct downward viewing (i.e. the calculated WEFF at LOS = -90◦)
as the water path would be long. Considering that the water effect spectrum was retrieved at
viewing angles between -60◦ and -48◦, for which the fit factor should be around -1, a fit factor of
WEFF(-90◦) = −1.93 ± 0.54 seems reasonable for downward viewing into the water. Calculating
from this the intercept with the x-axis LOS0, giving the LOS where the water effect fit factor is
zero, a value of LOS0 =-6.0◦+3.9◦

−6.1◦ is obtained. This interval does not contain the horizon, but is
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Figure 6.9: Fit factors of the extracted mixed water effect for different lines of sight. For the low
angles viewing into water values around -1 are retrieved indicating that the mixed water effect has
been detected in these cases. Variabilities of the fit factor, especially for a LOS of -2◦, are very
large.

very close to the 0◦ direction, and rather large uncertainty ranges are obtained due to the discussed
reasons.

6.5 Retrieval of the water effect in satellite data

The main objective of the analysis of the water effect is the improvement of certain satellite retrievals
including the IO retrieval. For this purpose, it needs to be possible to retrieve fit factors for the
extracted mixed water effect from satellite data. If the declared water effect actually originates from
light passing through ocean water and if the effect is strong enough to be perceivable in the satellite
measurements also, it should be possible to distinguish clear ocean regions from turbid areas and
land in the satellite observations.

First of all, the water effect is included in the standard IO retrieval for Sciamachy observations.
All other parameters are kept unaltered, only the new spectrum is considered additionally. The
resulting fit factor can then be plotted on a global map. As an example, the retrieval result for a
three month period is shown in Fig. 6.11(a).
The same principle can be applied for the detection of the water effect in other satellite observations.
In another test, the declared water effect spectrum is included in a fit optimised for the retrieval
of NO2 from the satellite sensor Gome-2 (cp. Sec. 1.9.3). Fig. 6.11(b) contains the resulting fit
factor from this analysis, averaged for one month (September 2008).
In both retrievals, the pattern of deep and clear water areas is properly identified. Especially the
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Figure 6.10: Map showing the colour coded fit factor of liquid water absorption as retrieved from
GOME-2 observations. The fit factor denotes the effective liquid water path (L H2Oliq) the photons
take on average. The retrieved values are averaged for one month (September 2008). Deep and clear
ocean regions (green - red) can be distinguished from turbid waters (e.g. due to biological activity)
and land masses (blue and purple). The GOME-2 data for this map have been kindly provided by
Andreas Richter, IUP Bremen.

algebraic sign is also correct, as the negative sign (blue colour) implies the detection of the water
effect. Fit factors with negative sign are found over the deep and clear ocean regions. When
comparing the results of the water effect and the liquid water path from satellite (Fig. 6.10) the
agreement of the pattern is well recognizable.

So far, the analysis has been successful. Unfortunately, including the water effect in the satellite
retrieval does not improve the trace gas products under investigation. The IO retrieval which suffers
from negative trace gas amounts retrieved over the clear ocean regions, still exhibits the same results
even after including the correction spectrum in the satellite retrieval.

As the above analysis yields promising results in capturing the water effect in the water viewing
directions from the ship measurements as well as the deep ocean pattern from the satellite measure-
ments, the overall concept seems to be suitable for gaining information about the influence of ocean
water on the observed light spectra. Nevertheless, the satellite retrievals could not be improved up
to now. A larger data set from the ship borne measurements would maybe improve the situation
as the quality of the correction spectrum is not very high. Possibly, the remaining scattering and
some residual features not related to water influences inhibit a perceptible improvement of satellite
retrievals.
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(a)

(b)

Figure 6.11: The fit factor of the water effect as retrieved from Sciamachy (a) and from Gome-2
(b) observations. For (a), the values are averaged over three months from September to November
2005, and for (b) the data from September 2008 were used. Negative fit factors denote a detection
of the water effect spectrum and therefore imply that the light has passed though ocean water prior
to detection. It is important to note the similarity in the pattern as compared to Fig. 6.10. The
Gome-2 data for (b) have been kindly provided by Andreas Richter, IUP Bremen.
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7 Summary and Conclusions

In the present study, atmospheric columns of iodine monoxide, IO, have been retrieved by absorp-
tion spectroscopy on the basis of radiance spectra recorded by the Sciamachy sensor. With the
successful development of this new scientific trace gas product, the investigation of IO amounts and
their spatial and temporal distributions has become possible on a nearly global scale. Through the
work presented in this thesis, progress has been achieved in the following aspects:

Enabling the retrieval of IO from Sciamachy
The retrieval of IO from the Sciamachy sensor has been developed within this study using of the
well-established DOAS (Differential Optical Absorption Spectroscopy) technique. Following thor-
ough quality and consistency investigations, the IO standard fit has been defined on the basis of the
best results from these tests. The identification of the IO absorption and the determination of col-
umn amounts from satellite have thus become possible. Residuals close to the theoretical limits were
achieved. An example retrieval, which covers the problematic spectral position of the Fraunhofer
G-band and does not fulfill the quality and consistency requirements, demonstrates the generation
of some misleading results. The instrument’s detection limit for the retrieval of IO has been deter-
mined and shows that this limit lies close to the IO amounts previously observed by ground-based
instruments. The IO absorption signal may therefore easily be hidden in the instrument noise. The
detection limit for a single measurement lies on the order of 7×1012 molec/cm2, however, this limit
is considerably reduced by temporal averaging. Seasonal maps exhibit a typical detection limit of
1×1012 molec/cm2. For combined statistical and systematic inaccuracies, an overall error estimate
of 3×1012 molec/cm2 is determined. The sensitivity of the measurement method for detection of IO
under varying conditions has been assessed through radiative transfer calculations. In comparison
to ocean sites, the sensitivity strongly increases for locations over bright surfaces, such as Polar sea
ice regions. Over clear ocean regions, the retrieval of IO from Sciamachy encounters the same
anomaly as some other minor trace gases in that column amounts tend to negative values. A suit-
able correction procedure still needs to be established.

Global observations of IO columns with a focus on the Antarctic
The newly developed IO product from Sciamachy measurements has enabled the investigation of
the IO global distribution for the first time. Some regions of special interest have been selected for
more detailed analysis and a main focus is set on the Antarctic region.
The Antarctic exhibits the largest widespread IO slant columns globally. In the South Polar re-
gion, detailed variations of the IO amounts in space and time have been uncovered. The largest IO
amounts in the seasonal averages typically amount to 8×1012 molec/cm2, while some single mea-
surements reach up to 2×1013molec/cm2. Enhanced IO is found along the Antarctic coast, above
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ice shelves and regions covered by sea ice, as well as over parts of the continent. Largest amounts
appear mostly in spring time, but the seasonal cycle varies with location. Some similarities are
present between the IO results and bromine oxide distributions. BrO also shows highest amounts
for Antarctic spring time, however the spatial and temporal details reveal considerable differences.
Above sea ice regions around the Antarctic continent, where BrO is enhanced between August and
October, IO is found mainly later in the year around November. A second increase in spatial extent
of enhanced IO amounts around March is also not reflected in the BrO columns. The revealed
differences in the spatial and temporal evolutions of the two trace gases strongly argue for separate
release pathways. While an inorganic mechanism is probably dominating for BrO, new evidence is
added here for the suggestion of mainly biological sources for IO precursors. Sea ice concentration
is reduced in later spring as compared to early spring time, so that emissions of biogenic halogen
compounds are facilitated by phytoplankton situated below the sea ice.
From the satellite observations it becomes clear that the Northern and Southern Hemispheres ex-
hibit a considerable difference in IO distributions. No wide spread significant IO amounts are
detected in the Arctic Region, especially not in Arctic spring. This constitutes a further differences
between atmospheric IO and BrO, as BrO amounts are equally large and widespread over the North
Polar spring as in the South. Along some Northern Hemispheric coast lines, enhanced IO columns
around 4×1012 molec/cm2 are identified in strongly confined areas. Alignment of the specific coast
lines with the satellite ground pixels possibly enhances the detection sensitivity at these locations
as compared to other coasts where the geometry is less favourable and potential IO might be con-
cealed. The large difference in IO distribution between the two hemispheres is surprising and so far
not fully explained, but different biological conditions on the two hemispheres may be an important
aspect.
Enhanced IO has been detected above the Eastern Pacific, where no IO measurements had been
reported before. Concentrations of diatoms are increased in this region which stands in connection
to the upwelling ocean current there. Diatoms produce and emit iodocarbons, and provide a possi-
ble explanation for the formation of IO in that area. Enhanced IO is not observed in other strong
upwelling regions, where diatom concentrations are smaller, so the connection to specific types of
phytoplankton is probably crucial.

Results from comparison and validation studies
Comparisons with independent measurement data sets of IO have been conducted for validation
purposes. Some successful validation studies add confidence to the newly developed IO product.
Ground-based LP-DOAS observations in Halley Research Station, Antarctica, reveal a seasonal evo-
lution which is in good agreement with the IO results from satellite extracted above this station. The
surface mixing ratios derived from the two different data sets agree well especially when considering
the involved uncertainties. A similar conclusion is drawn from a comparison with ground-based
data from a Bremen MAX-DOAS instrument at Ny-Ålesund, Spitsbergen, which is promising as an
IO concentration in the same order of magnitude of is retrieved from the ground and from satellite.
The only independent study of IO from satellite has analysed Sciamachy measurements for four
individual days above the Southern Hemisphere. The reported IO columns are considerably differ-
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ent from the results retrieved in the present work. Using a retrieval version tested within this thesis,
their results could be reproduced with smaller amounts but with the same spatial pattern, which
in the present case coincides with low fit quality. As a consequence, the differences are respected,
but should not result in a loss of confidence in the outcome of the present study.
The dependency of IO amounts on high and low tide at mid-latitude coasts has been investigated
from satellite for specific mid-latitude coastal locations. However, neither enhanced IO amounts nor
the tidal signal is apparent in the satellite results, most probably due to low IO amounts compared
to the instrumental detection limit, strongly localised sources and unfavourable observational con-
ditions.

Results from atmospheric chemistry modelling studies
The CAABA/MECCA chemical box model has been applied for Antarctic case studies. For vary-
ing precursor fluxes, the IO surface concentrations have been determined. Using reported emission
measurements, IO amounts on the same order of magnitude as observed from satellite can be re-
produced, but remain rather on the low side even for the highest reported precursor fluxes. No
precursor fluxes are available for those regions with largest satellite IO columns though. In agree-
ment with expectations, the emissions of poly-halogenated carbons are crucial for the production
of sufficient IO amounts. In future studies, some additional chemical reaction pathways will be
included into the chemical mechanism, e.g., some recycling of gaseous iodine from the particulate
phase, and also the photolysis of OIO.

Prospects for future studies

• The time series of the present standard IO product will be further extended for the still ongoing
measurements of Sciamachy, increasing the IO data base. Further validation and comparison
studies using independent data sets shall cover additional locations, e.g., for the Eastern Pacific
where recent campaigns reveal enhanced IO amounts from ship-borne instrumentation.

• Further improvements on the satellite data from Sciamachy may become possible if the fitting
window may be extended beyond the 431 nm region to include more absorption bands of the IO
spectrum. For that, better understanding and compensation of the spectral characteristics of
atmospheric radiation and of the instrument’s response and polarisation sensitivity is required.

• Data from additional satellite instruments may be helpful in adding even more information
about the atmospheric IO content. Especially, IO retrievals from GOME-2 would be an
interesting product as the spatial coverage is better than for Sciamachy. It is not known yet
if the signal-to-noise quality of GOME-2 will suffice for the retrieval of such a minor trace gas
as IO. For a deeper insight into certain regions and even daily variations, a spectrometer on a
geostationary satellite would make an improvement as the data amount per ground location
is strongly enhanced. Of course this will not yield global coverage, and is a prospect for the
more distant future.

• In order to better quantify the observed IO columns, especially in terms of surface concentra-
tions, detailed information on the IO profile is needed. This information enters the air mass
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factor calculation as well as the transformation from a vertical column into a mixing ratio.
Currently, however, the uncertainty on the IO altitude profile is large, so that further field
measurements are crucial.

• For improved interpretation possibilities of the IO observations, a larger basis of precursor
flux measurements in source regions is needed as well as local measurements of IO in specific
regions, e.g., within the Antarctic sea ice zone or on the Antarctic continent, in biologically
active ocean areas and at coastal sites, preferably over a longer period of time than the typical
campaign basis to also assess the seasonal behaviour.

• Some investigated aspects in the present study have remained below the detection limit of
the Sciamachy sensor partly due to the comparatively large ground pixel. On the other
hand, local ground based measurements are restricted in spatial coverage. This gap may
be closed in the future by applying airborne measurements. For specific research tasks, the
construction of a new instrument is currently ongoing, which is scheduled for observations
from an aircraft platform. The planning and optical testing of a DOAS system based on
an imaging spectrometer is proceeding, and the possibility of a custom-built spectrometer
using a holographic reflection grating is assessed. The construction with a large opening angle
(small F-number) and a reduced number of optical elements is expected to yield good spatial
coverage and strong light throughput. With this instrument and the measurement concept
of a small and low flying aircraft, a fine ground spatial resolution will be achieved, which
provides promising conditions for the measurement of localised IO abundances. More detailed
observations of the spatial IO distribution, e.g., along coast lines in the mid-latitudes as well
as the detection of localised IO source regions and source strengths will become possible with
this instrument.
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List of abbreviations

AMSR-E Advanced Microwave Scanning Radiometer for EOS

ASM Azimuth Scan Mechanisms/Mirror

CAABA Chemistry As A Boxmodel Application

CFC Chloro-Fluoro-Carbons

DOAS Differential Optical Absorption Spectroscopy

EOS Earth Observing System

ESA European Space Agency

ESM Elevation Scan Mechanisms/Mirror

ESM Earth System Model (Chapter 5)

GCM Global Circulation Model

GOME-2 Global Ozone Monitoring Instrument-2

HITRAN HIgh-resolution TRANsmission molecular absorption database

IVOC Iodinated Volatile Organic Compound

KPP Kinetic Pre-Processor

LOS Line Of Sight

LP-DOAS Long-Path Doas

MAX-DOAS Multi-AXis Doas

MECCA Module Efficiently Calculating the Chemistry of the Atmosphere

MBL Marine Boundary Layer

NASA National Aeronautics and Space Administration

NRT Near Real-Time

ODE Ozone Depletion Event

ODE Ordinary Differential Equation (Chapter 5)

OMI Ozone Monitoring Instrument

PET Pixel Exposure Time

RRS Rotational Raman Scattering

Sciamachy SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY

SeaWIFS Sea-viewing WIde Field-Of-view Sensor

SPICS Sciamachy-PMD based Identification and classification of Clouds and Surfaces

SZA Solar Zenith Angle

VHOC Volatile Halogenated Organic Compound

VOC Volatile Organic Compound

VOI Volatile Organic Iodine

VRS Vibrational Raman Scattering

VSLS Very Short-Lived Species
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